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Message from President of  

King Mongkut’s University of Technology Thonburi 

Associate Professor Dr. Sakarindr Bhumiratana 
 

It is my great pleasure to welcome you all to the International Conference on 
Applied Statistics 2015 (ICAS 2015) which is being hosted by King Mongkut’s 
University of Technology Thonburi. This conference will focus on the Statistics for 
Global Evolution Vision against the backdrop of the 21st Century. 

Not only is this conference setting a stage to promote new knowledge and research 
in Statistics from academics and researchers from around the world, but it also provides 
a platform to build a network of researchers in both theoretical and applied statistics. 
The progress in the subject is indeed vital as it plays an important role in all areas of 
research. In this conference, there will be invited talks, oral and poster presentations. I believe that the exchange 
of ideas during the conference will indeed make connections fit for the theme of the conference. 

I would like to take this opportunity to express my gratitude to the organizers, committees and all who 
make this possible. I wish to sincerely thank all honorable speakers who have helped in the preparation and 
organizing the conference from the start and they are here with us to see it through, despite being occupied with 
their other obligations. I would like to thank our sponsors, especially Minitab, SPSS and AIS, for their 
generosity and interest in the conference.  

I wish the conference to be a great success and hope that you will find it fruitful with exciting new ideas for 
teaching and research in many areas. I declare the official opening of ICAS 2015 and hope you have a pleasant 
and enjoyable time in Pattaya and our hospitality from King Mongkut’s University of Technology Thonburi 
throughout this conference. 
 

 
 
Associate Professor Dr. Sakarindr Bhumiratana  
President of King Mongkut’s University of Technology Thonburi 
 
 
 
 
  



Message from President of the Thai Statistical Association 

Associate Professor Adisak Pongpullponsak 
 

On behalf of the Chairperson of the International Conference on Applied Statistics 
2015 (ICAS 2015), I would like to warmly welcome all of you to the conference. I am 
particularly delighted that there are over 120 participants from 9 other countries apart from 
Thailand. We will have talks from a keynote speaker and 11 invited speakers, as well as 94 
oral and 16 poster presentations. I am confident that during the course of the conference we 
will come across many interesting and insightful works in Statistics. I would like to take 
this opportunity to thank our keynote, invited speakers including all those contributing their 
works to the conference. 

Pattaya, a seaside city on the Eastern Gulf Coast of Thailand, is a very attractive and famous tourist 
destination where you will enjoy sightseeing, absorbing unique culture and tradition, food and way of living. For 
those who wish to explore the region, we arrange a post-conference excursion which will take you to Pattaya 
Floating Market and the Sanctuary of Truth. I wish you all have a great time enjoying what we have prepared 
for you during the conference and have a pleasant time in Pattaya. 

 

    
Professor Adisak Pongpullponsak 
President of the Thai Statistical Association 
 
 
 
  



Message from Dean of Faculty of Science,  

King Mongkut’s University of Technology Thonburi 

Assistant Professor Dr. Woranut Koetsinchai 
 

On behalf of Faculty of Science, King Mongkut's University of Technology 
Thonburi, I would like to welcome each and every one of you to the International 
Conference on Applied Statistics 2015 (ICAS 2015). The ICAS 2015 aims to bring 
together the national and international statisticians, other scientists, educators and 
students from academia, industries, government, and research institutes to exchange and 
share their experiences and research results about all aspects of statistics and applied 
statistics. It also provides a platform to mutually interact and share their thoughts on the 
recent innovations, practical challenges encountered and the solutions adopted in the 
difference areas of the subject. With a deep sense of pride, Department of Mathematics, 
Faculty of Science, KMUTT receives the great honor from the Thai Statistical Association to host ICAS 2015. It 
is our first international conference in the area of statistics which is an integral part of our celebrating activities 
to commemorate the 55th year of KMUTT and the 40th year of Department of Mathematics. For the past 40 
years, the Department of Mathematics, Faculty of Science, KMUTT has been focused on committing excellent 
teaching and research in the area of mathematics, statistics and computer science based on international 
standard. In this conference, clearly, we will witness lively and productive sharing of experiences, creative ideas 
and valuable information at the oral presentations and poster session. I would like to express our deep 
appreciation for all supports and would like to thank all the staffs and referees without their contributions, this 
conference would not be possible. We are gratified by the quality contributions all participants have brought to 
the proceeding. We look forward with great anticipation to all the sessions of our conference. 

Thank you everyone for being here with us at this important event and, for those from abroad, do enjoy 
your =stay in Thailand. 

 

Assistant Professor Dr. Woranuch Koetsinchai 
Dean, Faculty of Science, King Mongkut’s University of Technology Thonburi 
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Keynote Speakers and Invited Speakers 

 

Professor Neerchal, Nagaraj 
University of Maryland, Baltimore County, USA 
Topic Talk: Estimating Risk from Incidence Data 
 
Dr. Nagaraj Neerchal obtained his Ph.D. in Statistics from the Iowa State University in 1986, 
under the guidance of Wayne A. Fuller. Dr. Neerchal joined the faculty of Department of 
Mathematics and Statistics at UMBC in 1986, where is currently a Professor of Statistics and the 
department chair. He is currently the co-director of an NSF funded Research Experience for 
Undergraduates Site on High Performance Computing, which is in its 5th summer. His research 
interests are modeling and analysis of correlated observations. Most recently has been involved 
in a number of applications in Engineering, Biological sciences involving high performance 
computing. He has over 50 publications, mentored 3 Masters and 10 PhD students. 

Dr. Neerchal received the Distinguished Achievement Award and Medal from the American 
Statistical Association’s Section on Statistics and the Environment in 2000. He was elected 
Fellow of American Statistical Association in 2010. In 2011, he was appointed Faculty Fellow of 
Alex Brown Center for Entrepreneurship at UMBC. 

Dr. Neerchal is this year’s recipient of University System of Maryland Board of Regents 
Award for Excellence in Innovation. 

 

 

Professor Bikas K Sinha 
Retired Professor of Statistics 
Indian Statistical Institute, Kolkata, INDIA 
Topic Talk: SuDoKu Puzzles : A Combinatorial Marvel 
 
After earning Ph.D. in Statistics from Calcutta University in 1972, Bikas K Sinha was inducted 
as the youngest faculty member in the Department of Statistics, Calcutta University. Professor 
Sinha was awarded “PC Mahalanobis Gold Medal: 1980” by the Sadharan Brahma Samaj for his 
contributions in Statistics. He was appointed an “Expert on Mission” for United Nations 
Statistics Training Program on Survey Methodology in 1991. He has served as a Visiting Faculty 
in a number of universities in USA & Canada and has visited a host of universities as Research 
Collaborator/ Invited Speaker in all the continents. He has also co-authored (i) one graduate-
level text book published by John Wiley on Finite Population Sampling, and (ii) one research-
level book on Social Networks and Applications published by Sage Publications, USA. Besides 
these monographs and books, Professor Sinha has authored / co-authored more than 130 research 
articles published in National & International Journals. 

Professor Sinha is an elected member of the International Statistical Institute since 1985. He 
has served on the Editorial Board of several National & International Journals in Statistics. He 
also served as the Editor of Calcutta Statistical Association Bulletin for 8 years. Of late, 
Professor Sinha had been nominated as a Member of the National Statistical Commission [NSC], 
GoI, set-up as an Apex Body by an Act of Indian Parliament and operationalized on July 12, 
2006 for a 3-year term. This is the highest policy-making body for Indian Statistical System. 
 

 

Professor N. Rao Chaganty 
Old Dominion University 
Norfolk, USA 
Topic Talk: Models and Estimation Methods for Repeated Ordinal Data 
 
Professor N. Rao Chaganty is the Statistics Program Director in the Department of Mathematics 
and Statistics at Old Dominion University in Norfolk, VA, USA. He obtained his PhD and MS 
degrees in Statistics from Florida State University, USA. Prior to that he was a student at the 
Indian Statistical Institute, India, where he obtained B. Stat (Hons) and M. Stat degrees. He is a 
Fellow of the American Statistical Association, and an active member of the International Indian 
Statistical Association, served as its president in 2014. His current research interests are 
generalized linear models, estimating equations, modeling and analysis of repeated, clustered 
binary, ordinal, and count data using copulas. 
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Professor John P. Morgan 
Virginia Tech Blacksburg, USA 
Topic Talk: Row-Column Designs for Factorial Experiments 
 
J.P. Morgan, professor of statistics, is the Assistant Dean for Graduate Studies and Strategic 
Initiatives in the College of Science at Virginia Tech. Morgan, of Bedford, Va., has worked in 
the Department of Statistics since his arrival at Virginia Tech in 2000. As the dean for graduate 
studies and strategic initiatives, Morgan will be responsible for managing graduate studies 
administration in the college, coordinating departmental reviews, spearheading faculty 
development initiatives, meeting with prospective faculty, and assisting the dean of curriculum 
and instruction with graduate-level course proposals. 
 
Prior to his arrival at Virginia Tech, Morgan was a professor in the Department of Mathematics 
and Statistics at Old Dominion University. He has twice been a Visiting Fellow at the Isaac 
Newton Institute for Mathematical Sciences, Cambridge; a Visiting Researcher at the College of 
Mathematical Sciences, Queen Mary University of London; and a Visiting Researcher, 
Department of Mathematics and Statistics, Goldsmith’s College, University of London. He is a 
member of the American Statistical Association, Institute of Mathematical Statistics, the Institute 
for Combinatorics and its Applications, and has been a three-time President of the Virginia 
Chapter of the ASA. 
 
Morgan holds a bachelor’s in mathematics and statistics, summa cum laude, from Roanoke 
College; and a master’s and doctorate degrees in statistics from the University of North Carolina 
at Chapel Hill. He has more than 60 published articles, many as part of projects supported by the 
National Science Foundation, and has presented more than 60 papers at professional meetings. 
He is currently associate editor of The American Statistician, and past associate editor of the 
Journal of the American Statistical Association and the Journal of Statistical Planning and 
Inference. 
 

 

Professor Dankmar Böhning 
University of Southampton, UK 
Topic Talk: Capture-Recapture Without Tears – the Size of the Homeless Population in Utrecht 
(NL) 
 
Professor Dankmar Böhning is Chair in Medical Statistics with a joint appointment between the 
Southamption Statistical Sciences Research Institute, of which he is also Deputy Director, and 
the Faculty of Medicine at the University of Southampton. Previously, had professorial positions 
in Berlin, Penn State, Munich, Reading and Southampton. 

Professor Böhning has an international reputation in several key areas in medical statistics, 
biostatistics and biometry including meta-analysis and review research, nonparametric random 
effects (mixed) modelling and capture-recapture applications for the life sciences. He has 
published about 100 papers in leading journals in statistics and medical statistics including 
Biometrika, Biometrics, Biostatistics, Statistics in Medicine, the Biometrical Journal or the 
Journal of the Royal Statistical Society A, B, and C. 

Professor Böhning has been Associate Editor of Biometrics, Computational Statistics and 
Data Analysis and Statistical Modelling for more than 10 years and is Associate Editor of the 
Biometrical Journal and Statistical Methods in Medical Research,. He has supervised 
successfully about 30 PhD students and is currently supervising 4 PhD students on different 
topics. Active collaborations exist with partners in Berlin and Münster (Germany), Utrecht 
(Netherlands), Rome (Italy), Izmir (Turkey), Bangkok (Thailand), Cornell (USA), Rennes 
(France) and Graz (Austria). 

In his academic life span, Professor Böhning has attracted numerous grants including 8 grants 
from the German Research Foundation. He has written several books including books on 
Epidemiology, meta-analysis and mixture models. 
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Professor Cathy W.S. Chen 
Feng Chia University, TAIWAN 
Topic Talk: Dynamic Quantile Forecasting: Application to Pairs Trading 
 
Professor Cathy W.S. Chen is a distinguished Professor at Department of Statistics, Feng Chia 
University, Taiwan. She has made significant contributions to the areas of Bayesian inference, 
diagnostics and model comparison techniques for time series, as well as forecasting. She 
contributed to developing Bayesian methodology in econometrics and to applications of statistics 
to epidemiology research. 

Professor Chen has an internationally recognized record of research and scholarship as is 
demonstrated by the 75 papers published or accepted for publication in high quality academic 
journals. She became an Elected Member of International Statistical Institute (ISI) in 2008. In 
2010, she was awarded with the Chartered Statistician (CStat) title which is the Royal Statistical 
Society’s highest professional award. 

Professor Chen is also making a large contribution to the profession through her editorial 
work. She is an Associate Editor of a number of prominent journals, including the following 
highly regarded journals: Journal of Business and Economic Statistics, Computational Statistics 
& Data Analysis, the Australian and New Zealand Journal of Statistics, PLOS ONE, and 
Computational Statistics. 

 

 

Professor Sangyeol Lee 
Seoul National University, Seoul, KOREA 
Topic Talk: Change Point Test for Time Series Models 
 
Professor Sangyeol Lee has been professor at Department of Statistics, Seoul National 
University since 1997. He earned Ph.D from Department of Mathematics, University of 
Maryland, in August 1991. His research interests are time series analysis, change point test and 
goodness of fit test. He received – Korea Gallup Prize in 2010 and has been an elected member 
of ISI (International Statistical Institute) in 2011. He is research director of Korean Statistical 
Society from 2009 to 2011 and has served as associate editor a number of journals including 
Sequential Analysis, Annals of Institute of Statistical Mathematics, Asia and Pacific Financial 
Markets, Journal of Korean Statistical Society, Statistica Sinica and Computational Statistics. 
 

 

Professor Samruam Chongcharoen 
Graduate School of Applied statistics 
National Institute of Development Administration, Thailand 
Topic Talk: A New Test for the Mean Vector in High-Dimensional Data 
 
Professor Samruam Chongcharoen earned his Ph.D. in Statistics from Department of Statistics, 
University of Missouri-Columbia, U.S.A. in 1998 with master degree in Mathematics Actuarial 
Science, Central Connecticut State University, U.S.A. in 1994. His research interests include 
order restricted statistical inference, Statistical modeling and currently in high dimensional 
statistics and modeling in actuarial science. He has published about 25 papers in international 
journals. He is a reviewer of both international journal and national journal such as journal of 
Applied Statistics, computational Statistics and Data Analysis etc. He has supervised about 10 
Ph.D. students and is currently supervising 4 Ph.D. students, 2 Master students in statistics and 2 
Master students in actuarial science. He wrote 2 Thai textbooks in applied nonparametric method 
and linear models. 
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Invited Speakers for the Session of Cooperative Statistical Research 

Network (CRN) 

 

Professor S. Rao Jammalamadaka 
University of California, California, USA 
Topic Talk: Statistical Consulting—the Need for Theory 
 
Professor Sreenivasa Rao Jammalamadaka, known to many as J.S. Rao, is among the leading 
researchers in statistical science during the last four decades. His research and scholarship has 
had a great influence in theory and applications in goodness of fit testing and directional 
statistics. He earned his Ph.D., M.Stat. and B.Stat. from the Indian Statistical Institute, Calcutta, 
India. He started his academic career at Indiana University before joining University of 
California, Santa Barbara in 1976 where he is now a Distinguished Professor. He also holds 
Adjunct Professor appointments at the Curtin University in Australia and the Advanced Institute 
of Mathematics, Statistics, and Computer Science in India. He is the author of three books and 
close to 200 research publications. He produced more than 40 Ph.D.’s. He achieved international 
reputation for pioneering work in developing new tools to analyze nonlinear phenomenon like 
directions and circularity. For his pioneering contribution to statistical theory and applications, 
Professor Jammalamadaka received various awards and honors. He has been elected a Fellow of 
the American Statistical Association, Institute of Mathematical Statistics, Institute of 
Combinatorics and its Applications, the C. Y. O’Connor Fellow of the Curtin University of 
Technology, and an Elected Member of the International Statistical Institute. He has been 
awarded an Honorary Doctorate by the Swedish University of Agricultural Sciences in 2012, and 
received Honorary Fellowship of the Indian Society for Probability and Statistics in 2014. He has 
been an Invited Speaker at more than 250 national and international statistical conferences and 
served as a member of the Editorial Boards of Statistics and Probability Letters, Stochastic 
Modeling and Applications, Journal of Nonparametric Statistics and the Journal of American 
Statistical Association. 
 

 

Professor Hung T. Nguyen 
New Mexico State University, USA and Chiang Mai University, Thailand 
Topic Talk: Why & when we should use Bayesian Statistics? 
 
Prof. Hung T. Nguyen received his Ph.D. degree in Mathematics in1975. He is Emeritus 
Professor of Mathematical Sciences, New Mexico State University, USA. and Adjunct Professor 
of Economics, Chiang Mai University, Thailand. His current research interests include Statistics 
for Econometrics, Copulas, heavy tailed distributions, maximum entropy inference. He has 
received numerous awards and recognition including: 
 Westhafer Award for Excellence in Research and Creativity (2000): New Mexico State 

University, Las Cruces. 
 Distinguished Lukacs Professor of Statistics (Spring 2002): Bowling Green State University, 

Ohio. 
 Distinguished Faculty Fellow (Summers 2002 and 2003): American Association of 

Engineering Education (ASEE), Summer Faculty Research Programs. 
 Fellow of the International Fuzzy Systems Association (April 2007). 
 Life Fellow of Japan Society of Management Engineers (October 2012). 
 

 

Associate Professor Jirawan Jitthavech 
Graduate School of Applied statistics 
National Institute of Development Administration, Thailand 
Topic Talk: A Statistical Method for Variable Elimination in Nested DEA Models 
 
Jirawan Jitthavech is an associate professor at School of Applied Statistics, National Institute of 
Development Administration. She earned a Bachelor degree of Science in Education 
(Mathematics, first class honors) from Prince of Songkla University in 1974, M.S. in Applied 
Statistics (Honors) in 1976 from School of Applied Statistics, National Institute of Development 
Administration and Ph.D. in Statistics in 1984 from University of Georgia, USA. Her research 
interests are statistical modeling, sampling theory and techniques, data mining, experimental 
designs and including data analysis. 
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Associate Professor Montip Tiensuwan 
Mahidol University, Thailand 
 
Montip Tiensuwan is an Associate Professor at Department of Mathematics, Faculty of Science, 
Mahidol University. She earned a Ph.D. from Department of Mathematics, the University of 
Western Australia. She is an IDP association membership of Australia. 

Her research interests include statistical modeling applied to environment biology and 
medicine such as, for example, air pollution, water pollution, cancer, malaria, HIV/AIDS, etc. 
She is also interested in Ranked Set Sampling, Multiple Criteria Decision Making (MCDM), 
Statistical methods for assessing agreement, Bayesian analysis, and non-linear mixed effects 
models. 

She served on the editorial board of Science Asia (2010-present), vice president and editor in 
chief Thailand Statistician Journal of Thai Statistical Association (2012-present). She is also a 
membership of society such as the international biometric society (1985-present), the statistical 
society Australia (1988-1994), the Thai statistical association (1979-present), and the science 
society of Thailand under the Royal Patronage of H.M. the King (1994-present). 
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Estimating Risk from Incidence Data 

Nagaraj K. Neerchal 

Department of Mathematics and Statistics University of Maryland, Baltimore County, USA 

e-mail: nagaraj@math.umbc.edu, nagaraj@umbc.edu 
 

Abstract  

Estimating risk usually requires the knowledge of both total number of individuals exposed and the number injured. Injury data are 
sometimes collected as new incidences occur, and in such cases the total number exposed is unknown. For example, a national 
database maintained by an ambulance service company consists of records associated with injuries suffered by emergency service 
providers such as emergency medical technicians, paramedics, and firefighters, along with adjunct workers such as secretaries, 
mechanics, and administrators. Repeated injuries to the same person are reported along with demographic data. However, the database 
consists of only individuals who have suffered at least one injury and the total number of individuals exposed is unavailable. Thus, 
estimating risk of injury becomes a challenging problem. In this talk we will review the various statistical issues involved in obtaining 
defensible estimates of injury risk from such a database. The ideas are applicable to a variety of other studies where truncated data are 
observed. 
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Capture-Recapture without Tears – the Size of the Homeless Population  

in Utrecht (NL) 

Dankmar Böhning 

Mathematical Sciences, University of Southampton, UK 

e-mail: D.A.Bohning@soton.ac.uk 
 

Abstract  

Capture–recapture methods are frequently used to estimate the size of a population of interest which can be only partially 
observed. Each member of the population carries a count of identifications by some identifying mechanism – the number of times it 
has been identified during the observational period. Only positive counts are observed and inference needs to be based on this 
observed, truncated, count distribution.  

One interesting and important application is estimation of the size of a homeless population. In this application we have data from 
3 different observational periods of the target population of homeless people in the city of Utrecht (NL). The city of Utrecht runs a 
shelter where homeless people are allowed to stay overnight. Each observational period consists of 14 nights and for each person 
entering the shelter at least once it is observed how many nights he/she has been using the shelter. Clearly, only homeless people with 
shelter contact are entering into the system and the question remains how many have been missed out as not all homeless people are 
using the shelter, at least not every night. This can be viewed as a capture-recapture problem. 

For valid prediction of the number of unobserved units, it is crucial to use an appropriate count data model. Building substantially 
on recent work by Rocchetti, Alf`o and Holling (2014) we consider ratios of neighboring count probabilities; these can be estimated by 
ratios of corresponding observed frequencies, independent of whether they arise from zero-truncated or untruncated count 
distributions. The guiding principle here is that it is often easier to find an appropriate regression model than working directly with 
modelling the distributional form of the count distribution. 

We show how these ratios can be modeled by means of a regression approach, with a suitable link function. It is shown that this 
process leads not only to a valid count distribution, but also to a wide class of models. 

We hope to demonstrate convincingly that a fairly simple, in fact straight line, regression model is fitting the homeless data 
satisfactorily, for all three periods, and that a simple capture-recapture estimator of the size of the homeless population of Utrecht can 
be gained from this ratio regression estimator. It will be also shown that this regression model uniquely relates to an old count 
distribution which will be revisited at this occasion. 

Ultimately, the talk establishes links of the ratio regression approach to the mixing of binomial distributions, or in more generality, 
to the mixing of discrete exponential family distributions, although this will have largely digestive character. 
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A New Test for the Mean Vector in High-Dimensional Data  

Knavoot Jiamwattanapong and Samruam Chongcharoen 

Graduate School Applied statistics, National Institute of Development Administration, Thailand 

e-mail: samruam@as.nida.ac.th 
 

Abstract  

For the testing of the mean vector where the data are drawn from a multivariate normal population, the renowned Hotelling’s   test 
is no longer valid when the dimension of the data equals or exceeds the sample size. In this study, we consider the problem of testing 
the hypothesis   and propose a new test based on the idea of keeping more information from the sample covariance matrix. The 
development of the statistic is based on Hotelling’s distribution. The asymptotic distribution is derived under the null hypothesis. The 
simulation results show that the proposed test performs well and is more powerful when the data dimension increases for a given 
sample size. An analysis of DNA microarray data with the new test is demonstrated. 

Keywords:  high-dimensional data, hypothesis testing, mean vector, block diagonal structure 
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SuDoKu Puzzles: A Combinatorial Marvel 

Bikas K Sinha 

Retired Professor of Statistics, Indian Statistical Institute, Kolkata, INDIA 

e-mail: bikas_sinha@hotmail.com 
 

Abstract  

Sudoku is a popular combinatorial puzzle. It was first interpreted as a statistical experimental design by Subramani and 
Ponnuswamy (2009), and correctly analyzed by Saba and Sinha (2014). The latter authors took into account the lack of orthogonality 
between some features, which was missed out by the former authors. Here, we focus on the mathematical properties of a special 
subclass of Sudoku squares. Details of proofs and discussions of statistical issues are given in Sarkar and Sinha (2014). 

Keywords: Latin Square, Orthogonal Latin Squares, Mutually Orthogonal Latin Squares, Internal Block,  Sudoku Square, Magic Square, Diagonal   
 Sudoku Square, Orthogonal Sudoku Squares,  Cylindrical-shift Sudoku Square, Orthogonal Cylindrical-shift Sudoku Squares, 
Connected  Design  
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Statistical Consulting—the Need for Theory  

S. Rao Jammalamadaka 
University of California, Santa Barbara, USA. 

e-mail: rchagant@odu.edu 
 

Abstract  

Although most routine statistical consulting problems involve fairly straightforward, text-bookish solutions, there are often 
situations where one needs to develop new methodologies that are appropriate for the context. Such solutions break new ground, 
leading to new research and publications, justifying the view that good statistical research is always motivated by practical situations 
and examples. A few such examples from the perspective of the speaker, will be presented.  
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Why and When We Should Use Bayesian Statistics? 

Hung. T. Nguyen 
New Mexico State University (USA) & Chiang Mai University (Thailand) 

e-mail: hunguyen@nmsu.edu  
 

Abstract  

We mention here some "critical thinking" in the art of using statistics at the service of economics, with special emphasis on 
epistemic uncertainty and Bayesian approach to decision-making.  

Although there is a striking analogy between physics and economics finance, as they are uncertain dynamical systems, we should 
realize that there is no invariant laws in economics since they are phenomena involving decisons made by minds. The econophysics 
view of, say, dynamics of financial markets, should be an excellent example for applied statisticians to think about how to use 
conventional statistical tools to assist empirical works. 

Although we realize that models are what we need to investigate, say,financial markets, e.g., using diffusion models, aspects of 
uncertainties involved are much more complex than physical systems. Modeling of epistemic uncertainty is delicate in statistical 
applications. We discuss here the traditional approach to epistemic uncertainty modeling leading to the know well-known Bayesian 
statistics. A good understanding of what a statistical theory stands for is essential for applied statisticians in their apploed works. 
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A Statistical Method for Variable Elimination in Nested DEA Models 

Jirawan Jitthavech and Vichit Lorchirachoonkul 
School of Applied Statistics, National Institute of Development Administration Bangkok, Thailand. 

e-mail: jirawan@as.nidaa.ac.th  
 

Abstract  

A new definition of a relevant variable in a DEA model is proposed based on the number of efficient DMUs for variable selection 
by an iterative backward elimination procedure. The DEA results of the full model and a reduced model can be summarized in a 
correlated   contingency table with a structural zero. A test statistic is derived for testing hypotheses by using the McNemar method 
with Bonferroni adjusted significance levels instead of conventional multiple comparisons. Two simulation populations, one with 
moderately correlated input variables and one with low correlated input variables, and a data set from a large-scale social experiment 
in U.S. public school education are used to illustrate the performance of the proposed procedure. From the simulation results, the 
proposed procedure can identify the relevant variables with high accuracy and eliminate the irrelevant variables effectively. In the data 
set from a large scale experiment in U.S. public school education, the reduced model selected by the proposed procedure is shown to 
be the better approximation of the full model than the reduced models selected by the Pastor et al. method. 

Keywords: Data Envelopment Analysis, Efficiency Analysis, Variable Selection, Hypothesis Testing, Model Selection 
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Row-Column Designs for Factorial Experiments 

John P. Morgan 

Department of Statistics, Virginia Tech Blacksburg, VA 24061-0439, USA 

e-mail: jpmorgan@vt.edu 
 

Abstract 

Mutually Orthogonal Latin Squares (MOLS) provide a large class of row-column designs for use with factorial treatments. Designs 
based on MOLS have each row and column block complete with respect to the levels of each factor. Alternative strategies based on 
Youden designs are explored here for situations where blocks cannot be complete. A Youden rectangle is a k by v row-column design 
on v treatments, where row blocks are complete and column blocks comprise a symmetric BIBD. This design also travels by the name 
Youden square, owing to the fact that if one interchanges the roles of rows and treatments, the result is a v by v square on k symbols 
with v 
 (v-k) empty cells. This square, termed a (v,k)-Youden array, has the properties that (i) each of the k symbols appears once in each row 
and once in each column, and (ii) if each of the k symbols is replaced by a one, and each empty cell is filled with a zero, the result is a 
BIBD incidence matrix. Consider now two (v,k)-Youden arrays based on the same incidence matrix, and take them as a single array 
with an ordered pair of integers in each non-empty cell. This is a double Youden array if the ordered pair p,q occurs n1 times if p = q, 
and n2 times otherwise, where n1 and n2 are constants differing by one. Extending this notion, if any two of m Youden arrays form a 
double Youden array, one has a (v,k,m)-Youden array, corresponding to a Youden rectangle for m factors. 

 Here (v,k,m)-Youden arrays are constructed  and their properties as statistical designs are explored. The construction is the last 
statistical work in the long and distinguished career of Professor Donald A. Preece, who died January 6, 2014. The talk will include an 
overview of his career, and will place (v,k,m)-Youden arrays in the context of other statistically useful combinatorial constructs that he 
explored. 
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Models and Estimation Methods for Repeated Ordinal Data 

N. Rao Chaganty 

Department of Mathematics and Statistics, Old Dominion University,Norfolk, VA 23529, USA 

e-mail: rchagant@odu.edu 
 

Abstract 

Repeated or clustered ordinal data are common in longitudinal studies arising in biomedical and several other research areas. 
Statistical analyses of such data are complicated due the presence of dependence among the repeated measurements and the lack of a 
unique model that encompasses all types of dependence. In this talk we will discuss latent variable likelihood models for repeated or 
clustered ordinal data using Gaussian copula with probit and logit link functions. These models are flexible because they inherit the 
properties of the multivariate normal distribution. We will discuss maximum likelihood (ml) and estimating equations approaches for 
parameter estimation. We will derive the score functions and simplified expressions for the Hessian matrices, which allow easy 
computation of the standard errors for the marginal regression parameter estimates as well as the dependence parameters. Through 
asymptotic relative efficiency calculations, we demonstrate that ml estimators are superior as compared to estimators arising from 
previously established estimating equation approaches. We apply this likelihood-based methodology in an analysis of two real-life data 
examples using an R package developed specifically for the likelihood estimation. This is joint research work with Drs. Raghavendra 
Kurada and Roy Sabo. 
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Dynamic Quantile Forecasting: Application to Pair Trading 

Cathy W. S. Chen and Zona Wang 
Department of Statistics, Feng Chia University, Taiwan 

e-mail: chenws@mail.fcu.edu.tw 
 

Abstract  

Pair trading is a statistical arbitrage strategy used to trade in the relative performance of stocks and profit by predicting which stock 
within a given stock pair will perform better. In this study, we propose a second-order logistic smooth transition generalized 
autoregressive conditional heteroscedastic (ST-GARCH) models to design trading entry and exit signals.  We consider a Bayesian 
framework, designing an adaptive Markov chain Monte Carlo method for estimation, inference, and forecasting.  This model allows us 
to use the upper and lower threshold values in the model as trading entry and exit signals. The second method is one-step-ahead 
quantile forecasting for the ST-GARCH model with the second-order logistic function, calculating the upper and lower quantile 
forecasts as entry and exit signals.  The spread of fifteen daily return stock pairs found in U.S. markets are used as an illustration. We 
consider pair trading profits for two out-of-sample periods within a six-month time frame. 
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Change Point Test for Time Series Models  

Sangyeol Lee 
Department of Statistics, Seoul National University, Seoul, Korea  

e-mail: sylee@stats.snu.ac.kr 
 

Abstract  

Since Page (1955), testing for a parameter change has played an important role in economics, engineering and medicine, and a 
vast number of articles exist in various research areas. In this talk, we consider the change point test for time series models based on 
the parameter estimates and residual-based cusum tests. It is shown that their limiting null distributions are a function of independent 
Brownian bridges. Some empirical results are provided for illustration. 
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Computation of Quantile Function of the Quasi Lindley Distribution and
Janardan Distribution by Using Lambert W Function

P. Khongthip1∗, P. Nanthaprut1, W. Bodhisuwan1 and C. Pudprommarat2
1 Department of Statistics, Faculty of Science, Kasetsart University, Bangkok, 10900, Thailand, panpharisa@gmail.com

2 Department of Science, Faculty of Science and Technology, Suan Sunantha Rajabath University,
Bangkok, 10300, Thailand, chookait.pu@ssru.ac.th

Abstract

In this paper, we propose the quantile functions of a Quasi Lindley distribution and Janardan distribution. This
method is based on non-principal branch of Lambert W function. Two theorems are introduced to solve explicit
forms of the quantile functions for the Quasi Lindley distribution and Janardan distribution. Furthermore, we apply
those theorems to generate a random variable of the Quasi Lindley and the Janardan distributions. In summary,
Lambert W function is beneficial to construct the quantile function in explicit form.

Keywords: Generating, Janardan distribution, Lambert W function, Quantile function, Quasi Lindley
distribution

∗Corresponding Author
E-mail address: panpharisa@gmail.com

1 Introduction

The quantile function is function that return the
value of random variable of which probability greater
than or equal to specified probability. On the other
word, the quantile function will return the minimum
value of a random variable from among all random
variables of which distribution functions exeed than
specified probability. The quantile function is one way
to define distribution function or probability function.
It is also called percent point function or inverse cu-
mulative distribution function. Moreover, the quantile
function has relation with random variables, thus it is
important to generate random variables.

There are two general methods to generate random
variable that involve transforming a uniform random
generator. The first method, called inverse transform
method is related to the quantile function. It is used
when one can be able to invert the distribution function
of random variable, called the quantile function. [1--3].
The second method is acceptance-rejection method,
which is related to probability function. This method is
employed when the quantile function can not express
in explicit form or it is difficult in inverting the cor-
responding distribution function [1, 4]. In addition to
this basic technique, there are many other technique for
generating random variable such as mixtures form of
probability, ad hoc method, etc. [2, 5--7]. Obviously,
the quantile function plays an important role for choos-
ing themethod of generation. Furthermore, if the quan-
tile function can not express in explicit form, the way
to solve such problem is use the Lambert W function.

The Lambert W function is a set of function includ-
ing the branches of the inverse relation associated with
exponential function and complex number. It is sig-
nificantly useful function for solving the equation that
involve exponential function. Lambert's transcenden-
tal equation was considered by Lambert in 1758 [8].
Consequently, Euler discussed and wrote the paper on
its special case in 1783 [9]. However, it is important
in applications in physics areas when it was reported
and developed for Maple library 1990 [10]. Nowa-
days, The LambertW function has various applications
such as in biochemistry, chemistry, physics, engineer-
ing and statistics field [11--18]. In statistics, we use the
Lambert W function to obtain the quantile function in
explicit formwhich will be applied to the inverse trans-
form method. This technique is easy requiriing for ap-
plication and simple way to solve the problem without
more complicated method.

In this paper, we concern about the quantile func-
tion for the Quasi Lindley and Janardan distributions
which are continuous probability distribution. In sec-
tion 2, we present the LambertW function then we give
the quantile function of these distributions in section 3.
The generation algorithms of method not using Lam-
bert W function and the inverse transform method us-
ing Lambert W function were shown in section 4. We
used R language version 3.1.2 [19]. Finally we give
the also provide some conclusions.

International Conference on Applied Statistics 2015 14



P. Khongthip, P. Nanthaprut, W. Bodhisuwan and C. Pudprommarat / ICAS2015, July 15-17, 2015, Pattaya, Thailand

2 Lambert W function

The Lambert W function, also called the omega
function or the product log function that is originally
proposed by Lambert in 1758 [8]. Lambert consid-
ered the solution to xa − xb = (a− b)νxa+b, which is
Lambert's transcendental equation [20]. In 1783, Euler
transformed Lambert's transcendental equation into a
special case with a = b, then it becomes lnx = νxb

[9]. The following three definitions are useful in de-
termining the Lambert W function.

Definition 1. Let z be a complex number, then the
LambertW function is a multivalued complex function
follows:

W (z)exp(W (z)) = z (1)

Definition 2. If −1/e ≤ z is a real number and
W (z) ≥ −1 then Eq. (1) is called principal branch
of the Lambert W function and denoted by W0(z) or
W (z).

Definition 3. If−1/e ≤ z < 0 is a real number and
W (z) ≤ −1 Eq. (1) is called non-principal branch of
the Lambert W function and denoted byW−1(z)
Fig. 1 shows the function along real branches of W
from definition 2 and 3. According to Fig. 1, there is
two possible real solutions when z ∈ (−1/e, 0) and a
unique solution when z ≥ 0.

−1     0 1 2 3 4

1

2

−4

−3

−2

−1

W(z)

z

W_−1
W_0

Figure 1: The two real branch of Lambert W function

The Lambert W function can be express as the Tay-
lor series expansion which is shown in Corless and et
al. [21] as follow

W (z) =
∞∑

n=1

(−1)n−1nn−2

(n− 1)!
xn (2)

which the equivalent series expansion of the Eq. (2)

is the Lagrange inversion theorem [10],

W (z) =
∞∑

n=1

(−n)n−1

n!
zn

The Lambert W function has various applications.
Here we shows in mathmatics and statistics fields. For
example Corless et al. are studied real values of W(z)
by using Maple [22]. In 2002, Chapeau-Blondeau and
Monir used the Lambert W function for address the
problem of synthesizing a generalized Gaussian noise
with exponent [23]. Wimmer and Duby purposed a
class of logarithmic Lambert W random variables for
a specific family of distributions [18].

3 Quantile function

The quantile function is one of the way to prescribe
the distribution function, probability function or char-
acteristic function. In addition, it can be express in in-
fimum function,

QT (u) = inf{t ∈ R : u ≤ FT (t)} ; 0 < u < 1. (3)

whereFT (t) is distribution function of random variable
T and t ∈ R [24]. From Eq. (3),

Definition 4. Let T be non-negative continuous
random variable with distribution function FT (t) :=
P (T ≤ t), t ∈ R. It has unique inversion when FT is
continuous and nondecreasing and its quantile function
is

QT (u) = F−1
T (u), ; 0 < u < 1.

3.1 The Quasi Lindley Distribution
The Quasi Lindley (QL) distribution is continuous

probability distribution, it was introduced by Shanker
and Mishra in 2013 [25]. This is a mixture of the
exponential(θ) and gamma(2, α) distribution.

Definition 5. LetX be a random variable from the
Quasi Lindley (QL) distribution with parameter θ and
α. This distribution function is given by

FX(x) =1− 1 + α+ θx

α+ 1
exp(−θx),

x ∈ (0,∞), θ > 0, α > −1

(4)

From Definition.4 so that the quantile function of
X is F−1

X (u), u ∈ (0, 1). Consequently, we obtain the
QX in term the Lambert W function in Theorem 1.

Theorem 1. For any θ > 0 and α > −1 the quan-
tile function of a random variable X from the Quasi
Lindley distribution is

QX(u) =

(
− 1

θ

)
(W−1((u− 1)(α+ 1) exp(−α− 1))

+ α+ 1), u ∈ (0, 1),

where W−1 refer to non-principle branch of the Lam-
bert W function.

Proof. For any fixed θ > 0, α > −1 andu ∈ (0, 1).
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Wewill solve the equationFX(x) = uwith x ∈ (0,∞).
From Eq. (4), we get

(u− 1)(α+ 1) = −(1 + α+ θx) exp(−θx). (5)

Multiplying by exp(−1− α) for both sides of Eq. (5)

(u− 1)(α+ 1) exp(−1− α) =− (1 + α+ θx)

× exp(−1− α− θx).
(6)

From Eq. (6), we obtain the real argument (u −
1)(α+1) exp(−1−α)which have the LambertW func-
tion −(1 + α+ θx). From Definition 1, we have

W ((u− 1)(α+ 1) exp(−1− α)) = −(1 + α+ θx). (7)

We consider the Eq. (7) for any θ > 0, α >
−1 andx ∈ (0,∞). By Definition 2 and 3 we obtain

(u − 1)(α + 1) exp(−1 − α) ∈
(
−1

e
, 0

)
whereu ∈

(0, 1) and (1+α+ θx) > 1. Thus, we will use the non-
principal branch of the Lambert W function denoted
by

W−1((u− 1)(α+ 1) exp(−α− 1)) = −(1 + α+ θx)

Some quantile function of QL distribution is shown
in Table 1 and Fig. 3.

3.2 The Janardan Distribution
The Janardan (JD) distribution, which is continu-

ous probability distribution was introduced by Rama
Shanker et al. in 2013 [26]. It can be shown as a

mixture of the exponential
(
θ

α

)
and gamma

(
2,

θ

α

)
distrubutions. The following definition shows the cu-
mulative distribution function of the JD distribution.

Definition 6. Let Y be a continuous random
variable from the JD distribution with parameter
θ > 0 and α > 0.This cumulative distribution function
is given by

FY (y) = 1− α(θ + α2) + θα2y

α(θ + α2)
exp

(
−θy

α

)
, (8)

for y > 0, θ > 0, α > 0.
LetQY be the quantile function of Y by using Lam-

bertW function where FY is continuous and absolutely
increasing according to Definition 4 and 6. The follow-
ing Theorem is useful in finding the quantile function
of JD distribution.

Theorem 2. For any θ > 0 and α > 0, the quan-
tile function of a random variable from the JD distribu-
tion is

QY (u) = −α

θ

(
θ + α2

α2

)
−α

θ
W−1

(
(θ + α2)(u− 1)

α2 exp ( θ+α2

α2 )

)

WhereW−1 is the non-principle branch of the Lambert
W function.

Proof. For any fixed θ > 0, α > 0 and y ∈ (0,∞) .

From Eq. (8), we have to solve the equationFY (y) = u
as follows

(θ + α2)(u− 1)

α2
= −A exp

(
−θy

α

)
, (9)

where A =
(θ + α2)

α2
+

θy

α

Multiplying by exp

(
−θ + α2

α2

)
both sides of Eq. (9),

we obtain

(θ + α2)(u− 1)

α2
exp

(
−θ + α2

α2

)
= −A exp(−A) (10)

From Eq. (10) and Definition 1, we get the real ar-
gument:

W

(
(θ + α2)(u− 1)

α2
exp

(
−θ + α2

α2

))
= −A (11)

By Definition 2 and 3, we consider the Eq. (11)
for any θ > 0, α > 0 and y ∈ (0,∞). We take
(θ + α2)(u− 1)

α2
exp

(
−θ + α2

α2

)
∈
(
−1

e
, 0

)
where u ∈

(0, 1) and A > 1. Therefore, we will use the non-
principal branch of the Lambert W function denoted
by

W−1

(
(θ + α2)(u− 1)

α2
exp

(
−θ + α2

α2

))
= −A.

Some quantile of the QL distribution is shown in
Table 2 and Fig. 3.

0
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QL(2.0,−0.5)
QL(2.0, 0.0)
QL(3.0, 0.5)
QL(5.0, 1.0)

Figure 2: QX(u) of QL distribution for different values
of θ andα
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Table 1: QX(u)of the QL distribution for different values of θ andα

u θ α
-0.5 0 0.5 1 2 5 10

0.1 1 1.4832391 0.5318116 0.2720098 0.2012293 0.1560785 0.1261710 0.1158360
2 0.7416196 0.2659058 0.1360049 0.1006147 0.0780393 0.0630855 0.0579180
3 0.4944130 0.1772705 0.0906699 0.0670764 0.0520262 0.0420570 0.0386120
5 0.2966478 0.1063623 0.0544020 0.0402459 0.0312157 0.0252342 0.0231672
10 0.1483239 0.0531812 0.0272010 0.0201229 0.0156079 0.0126171 0.0115836

0.2 1 1.7086906 0.8243883 0.5215361 0.4093558 0.3264313 0.2666214 0.2451886
2 0.8543453 0.4121942 0.2607681 0.2046779 0.1632157 0.1333107 0.1225943
3 0.5695635 0.2747961 0.1738454 0.1364519 0.1088104 0.0888738 0.0817296
5 0.3417381 0.1648777 0.1043072 0.0818712 0.0652863 0.0533243 0.0490377
10 0.1708691 0.0824388 0.0521536 0.0409356 0.0326431 0.0266621 0.0245189

0.3 1 1.9430828 1.0973492 0.7717684 0.6308254 0.5151428 0.4251328 0.3916613
2 0.9715414 0.5486746 0.3858842 0.3154127 0.2575714 0.2125664 0.1958306
3 0.6476943 0.3657831 0.2572561 0.2102751 0.1717143 0.1417109 0.1305538
5 0.3886166 0.2194698 0.1543537 0.1261651 0.1030286 0.0850266 0.0783323
10 0.1943083 0.1097349 0.0771768 0.0630825 0.0515143 0.0425133 0.0391661

0.4 1 2.1955899 1.3764213 1.0359151 0.8730540 0.7281165 0.6072308 0.5605268
2 1.0977949 0.6882107 0.5179575 0.4365270 0.3640582 0.3036154 0.2802634
3 0.7318633 0.4588071 0.3453050 0.2910180 0.2427055 0.2024103 0.1868423
5 0.4391180 0.2752843 0.2071830 0.1746108 0.1456233 0.1214462 0.1121054
10 0.2195590 0.1376421 0.1035915 0.0873054 0.0728117 0.0607231 0.0560527

0.5 1 2.4773169 1.6783470 1.3268424 1.1461932 0.9744116 0.8214614 0.7599517
2 1.2386584 0.8391735 0.6634212 0.5730966 0.4872058 0.4107307 0.3799759
3 0.8257723 0.5594490 0.4422808 0.3820644 0.3248039 0.2738205 0.2533172
5 0.4954634 0.3356694 0.2653685 0.2292386 0.1948823 0.1642923 0.1519903
10 0.2477317 0.1678347 0.1326842 0.1146193 0.0974412 0.0821461 0.0759952

0.6 1 2.8048200 2.0223130 1.6620440 1.4662030 1.2690760 1.0821020 1.0036020
2 1.4024099 1.0111566 0.8310222 0.7331017 0.6345379 0.5410510 0.5018011
3 0.9349400 0.6741044 0.5540148 0.4887345 0.4230253 0.3607007 0.3345341
5 0.5609640 0.4044626 0.3324089 0.2932407 0.2538152 0.2164204 0.2007205
10 0.2804820 0.2022313 0.1662044 0.1466203 0.1269076 0.1082102 0.1003602

0.7 1 3.2074700 2.4392160 2.0714910 1.8620150 1.6400950 1.4158300 1.3170630
2 1.6037348 1.2196082 1.0357454 0.9310073 0.8200477 0.7079151 0.6585315
3 1.0691565 0.8130722 0.6904969 0.6206715 0.5466985 0.4719434 0.4390210
5 0.6414939 0.4878433 0.4142982 0.3724029 0.3280191 0.2831661 0.2634126
10 0.3207470 0.2439216 0.2071491 0.1862015 0.1640095 0.1415830 0.1317063

0.8 1 3.7493510 2.9943080 2.6197700 2.3972760 2.1497800 1.8822980 1.7576760
2 1.8746757 1.4971542 1.3098851 1.1986380 1.0748898 0.9411490 0.8788379
3 1.2497838 0.9981028 0.8732567 0.7990920 0.7165932 0.6274326 0.5858919
5 0.7498703 0.5988617 0.5239540 0.4794552 0.4299559 0.3764596 0.3515351
10 0.3749351 0.2994308 0.2619770 0.2397276 0.2149780 0.1882298 0.1757676

0.9 1 4.6310410 3.8897200 3.5081960 3.2718120 2.9948780 2.6707850 2.5079700
2 2.3155200 1.9448600 1.7540980 1.6359060 1.4974390 1.3353920 1.2539850
3 1.5436803 1.2965734 1.1693986 1.0906040 0.9982928 0.8902616 0.8359899
5 0.9262082 0.7779440 0.7016391 0.6543624 0.5989757 0.5341570 0.5015939
10 0.4631041 0.3889720 0.3508196 0.3271812 0.2994878 0.2670785 0.2507970
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Table 2: QY (u)of the JD distribution for different values of θ andα

u θ α
0.5 0.7 1 1.5 2 5 10

0.1 1 0.065639 0.108579 0.201229 0.429050 0.711807 2.470266 5.219547
2 0.029609 0.045769 0.078039 0.158617 0.272010 1.151296 2.561900
3 0.019017 0.028560 0.046562 0.089728 0.151772 0.718013 1.676938
5 0.011061 0.016188 0.025234 0.045367 0.073577 0.381263 0.970578
10 0.005400 0.007736 0.011584 0.019309 0.029263 0.149413 0.445210

0.2 1 0.138539 0.227189 0.409356 0.812290 1.265430 3.930560 8.144982
2 0.062652 0.096614 0.163216 0.320182 0.521536 1.877747 4.024125
3 0.040259 0.060396 0.098030 0.185263 0.302425 1.198468 2.651215
5 0.023424 0.034265 0.053324 0.095091 0.151482 0.663022 1.554127
10 0.011435 0.016381 0.024519 0.040781 0.061460 0.279608 0.734732

0.3 1 0.220623 0.358682 0.630825 1.192982 1.796257 5.294191 10.874441
2 0.100045 0.153879 0.257571 0.490484 0.771768 2.557876 5.388632
3 0.064322 0.096378 0.155709 0.288991 0.458935 1.650108 3.560641
5 0.037434 0.054737 0.085027 0.150379 0.235721 0.930896 2.099321
10 0.018278 0.026180 0.039166 0.064986 0.097387 0.407915 1.006295

0.4 1 0.314694 0.507180 0.873054 1.592915 2.344939 6.688833 13.665071
2 0.143124 0.219523 0.364058 0.675561 1.035915 3.254160 6.783811
3 0.092074 0.137777 0.221505 0.404128 0.627464 2.113199 4.490610
5 0.053603 0.078339 0.121446 0.212984 0.328933 1.206804 2.657019
10 0.026176 0.037487 0.056053 0.092762 0.138201 0.542187 1.284508

0.5 1 0.425091 0.679015 1.146193 2.032135 2.942010 8.197952 16.684263
2 0.193959 0.296580 0.487206 0.883302 1.326842 4.007985 8.293310
3 0.124863 0.186559 0.298361 0.535428 0.815437 2.614968 5.496837
5 0.072719 0.106213 0.164292 0.285602 0.434965 1.506471 3.260555
10 0.035516 0.050856 0.075995 0.125399 0.185686 0.689317 1.585825

0.6 1 0.559053 0.884708 1.466203 2.537242 3.624640 9.917389 20.123875
2 0.256013 0.390110 0.634538 1.125855 1.662044 4.867133 10.013041
3 0.164943 0.246012 0.391186 0.690631 1.033905 3.187126 6.643242
5 0.096104 0.140272 0.216420 0.372722 0.560048 1.848677 3.948242
10 0.046947 0.067212 0.100360 0.165055 0.242816 0.858271 1.929318

0.7 1 0.730097 1.143833 1.862015 3.153404 4.453998 12.001576 24.292865
2 0.335766 0.509565 0.820048 1.425058 2.071491 5.908751 12.097474
3 0.216538 0.322284 0.509132 0.883991 1.302457 3.881029 8.032795
5 0.126235 0.184092 0.283166 0.482700 0.715621 2.264106 4.781844
10 0.061681 0.088285 0.131706 0.215762 0.315134 1.064162 2.345826

0.8 1 0.968424 1.499973 2.397276 3.977668 5.560162 14.776739 29.843746
2 0.447730 0.676062 1.074890 1.828791 2.619770 7.295904 14.872858
3 0.289116 0.429131 0.672626 1.147077 1.663825 4.805341 9.882990
5 0.168669 0.245693 0.376460 0.634157 0.926987 2.817868 5.891844
10 0.082443 0.117965 0.175768 0.286526 0.414992 1.339379 2.900563

0.9 1 1.369741 2.090769 3.271812 5.312218 7.346903 19.253499 38.797826
2 0.638060 0.956530 1.497439 2.487181 3.508196 9.533850 19.349841
3 0.412832 0.610248 0.946307 1.579280 2.251739 6.296841 12.867583
5 0.241128 0.350604 0.534157 0.885921 1.273762 3.711931 7.682482
10 0.117926 0.168646 0.250797 0.405911 0.581451 1.784708 3.795615
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Figure 3: QY (u) of JD distribution for different values
of θ andα

4 Generation algorithms

In this section we will show the algorithms for ran-
dom variable generation from two methods : 1)method
which not use the Lambert W function and 2)the in-
verse transform method which use the Lambert W
function.

4.1 The Quasi Lindley distribution
4.1.1 The algorithm of method which not use the

LambertW function of the QL distribution is presented
as follows

(1) Generate Ui ∼ Uniform(0, 1), i = 1, 2, . . . , n;
(2) Generate Vi ∼ Exponential(θ), i =

1, 2, . . . , n;
(3) GenerateWi ∼ Gamma(2, α), i = 1, 2, . . . , n;

(4) If Ui ≤ α

α+ 1
then setXi =

Vi, otherwise setXi

= Wi, i = 1, 2, . . . , n;
The code R of random variable generation of QL dis-
tribution for not using Lambert W function

> rquasi.lindley=function(n,theta,alpha){
> x = rep(0,n)
> for(i in 1:n){
> U = runif(1)
> V = rexp(1,theta)
> W = rgamma(1,shape=2,rate=theta)
> p = alpha/(alpha+1)
> if (U<=p){x[i]=V} else {x[i]=W}
> }
> x
> }
> x = rquasi.lindley(15,2,5)

4.1.2 The algorithm of the inverse transform method
with using Lambert W function is

(1) Generate Ui ∼ Uniform(0, 1), i = 1, 2, . . . , n;

(2) Set Xi =

(
− 1

θ

)
(W−1(exp(−α− 1)(u− 1)(α

+ 1)) + α+ 1), u ∈ (0, 1),
where W−1(·) is non-principal branch of the Lambert
W function.
The code R of random variable generation of QL dis-
tribution by using inverse transform method with Lam-
bert W function

> library("LambertW")
> rquasi.lindley.W=function(n,theta,alpha){
> x = rep(0,n)
> for(i in 1:n){
> U = runif(1)
> x[i]=(-1/theta)*(W_1(exp(-alpha-1)*(u-1)
> *(alpha+1))+alpha+1)
> }
> x
> }
> x = rquasi.lindley.W(15,2,5)

4.2 The Janardan distribution
4.2.1 The algorithmwhich not use Lambert method

of the JD distribution is shown as follows
(1) Generate Ui ∼ Uniform(0, 1), i = 1, 2, . . . , n;

(2) GenerateVi ∼ Exponential

(
θ

α

)
, i = 1, 2, . . . , n;

(3) GenerateWi ∼ Gamma

(
2,

θ

α

)
, i = 1, 2, . . . , n;

(4) If Ui ≤ θ

θ + α2
then setYi =

Vi, otherwise setYi

= Wi, i = 1, 2, . . . , n;
The code R of random variable generation of JD dis-
tribution for not using Lambert W function

> rJanardan= function(n,theta,alpha){
> y<-numeric(n)
> for (i in 1:n){
> U = runif (1)
> V = rexp(1,theta/alpha)
> W = rgamma(1,2,rate=theta/alpha)
> p = theta/(theta+alpha^2)
> if (U<= p){y[i]=V} else {y[i]=W}
> }
> y
> }
> y = rJanardan(15,1,0.2)

4.2.2 The algorithms of the inverse transform method
with using Lambert W function is

(1) Generate Ui ∼ Uniform(0, 1), i = 1, 2, . . . , n;

(2) Set Yi = −α

θ

θ + α2

α2
−α

θ
W−1

(
(θ + α2)(u− 1)

α2 exp ( θ+α2

α2 )

)
,

where W−1(·) is non-principal branch of the Lambert
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W function.
The code R of random variable generation of JD dis-
tribution by using inverse transform method with Lam-
bert W function

> library("LambertW")
> rJanardan.W=function(n,theta,alpha){
> y=rep(0,n)
> for(i in 1:n){
> U = runif(1)
> y[i]=-(alpha/theta)*((theta+alpha^2)
> /alpha^2)-alpha/theta
> *W_1(((theta+alpha^2)*(u-1))
> /(alpha^2*exp((theta+alpha^2)
> /alpha^2)))
> }
> y
> }
> y = rJanardan.W(20,1,0.2)

5 Conclusion

Some distributions of random variable which the
quantile function can not expressed in explicit form
such as the Quasi Lindley and Janardan distribution,
we used the Lambert W function for obtained its ex-
plicit form. Moreover, we used R language version
3.1.2 to obtained the random variables using algo-
rithms from the inverse transform method which use
Lambert W function and method which not use Lam-
bert W function.
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Abstract 

Logistics Service Providers (LSPs) have more concern to improve its operational system to provide efficient 
services for their customers and gain competitive advantages. The purpose of this paper is to identify the major 
factors influencing the operational performance in LSP. This paper fosters a better understanding of the services 
sector through a firm survey on a sub-service sector and to develop a research base for a future full-fledged 
research on the sector. The paper collects firm-level data on the trucking industry through a questionnaire survey 
then makes empirical analysis. Even though the trucking industry is a crucial to develop competitive economies for 
developing countries, such heterogeneous natures of the trucking industry impede a better understanding of the 
industry’s upgrading mechanism and necessitate firm-level data for detailed analysis. The result shows interesting 
internal factors that influencing the LSP operational performance which has great contribution to the practitioners 
and researchers. The research find that the communication between manager and employee also the adopting of 
ISO 9001 improve company’s net profit. The training of the transportation related skills to the driver and the 
adoption of GPS could reduce the accident. 
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      1. Introduction 
Logistics function plays an important role in supply 

chain system. In order to improve supply chain 
effectiveness in the globalization era, firms should 
improve the logistics function as well as service and 
innovation to be more efficient. In order to satisfy high 
demand of logistics services, the using of logistics 
service providers (LSPs) is increased [1]. However, 
offering simple transportation and warehousing service 
is no longer sufficient to satisfy and retain customers 
[2]. Their performance and competitive advantages 
depend on the ability to develop their service, 
technologies, and innovations that add value to the 
system and deliver to customers.  

The demand for logistics services has been growing 
significantly. According to statistics, the total logistics 
value has grown by 15.2% (1.64 billion baht). There are 
a lot of new LSPs started logistics service business in 
Thailand to satisfy customer’s needs. To gain 
competitive advantages among competitors, the 
logistics service provider should improve its 
information and logistics technologies capability. Many 
researches proposed that logistics companies could 
increase their performance by employing new 
technologies [3], new information technologies [4], and 
pay more attention to innovation [5]. Innovation in 
logistics can be implemented through technology, 
knowledge and relationship networks.  

Now LSPs in Thailand is in the initial stages of 
development, and cannot reach the certain logistics 

ability like developed countries. Moreover, the 
development of logistics industry is still far from the 
economy requirement in the structure, scale, quality and 
efficiency. Therefore, the development of Thailand’s 
logistic industry have not only include innovation but 
also a sense of service, development strategies and 
logistics management. Therefore, we will conduct the 
relevant investigation to verify the model of LSPs 
operational performance improvement. The main 
purpose of this paper is to explore the factors affecting 
the operation performance in LSPs. 
 

2. Theory Background and Hypothesis 
Operational performance and logistics technology 

for LSPs will be influenced by the internal factor 
including organizational encouragement from top 
manager. The following hypotheses are consequently 
proposed:  

H1: Communication and information sharing among 
managers and employees have positive impact on net 
profit 

Communication and information sharing among 
management level and employees are important factor 
which enhance firm performance. Internal 
communication plays an important role in influence of 
employee engagement include increased productivity, 
decreased attrition, improvement of an organization’s 
image, reputation, and increased financial returns [6]. 
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H2: Training frequency of transportation-related 
skills has a positive impact on number of accident 
reduction 

The firms which always train drivers before driving 
lead to increase driving skill and fewer crashes on the 
road. The required training in firm usually produces 
large reductions in driver crash rates. As training 
methods became more engaging (i.e., requiring trainees’ 
active participation), workers demonstrated greater 
knowledge acquisition, reductions were seen in 
accidents, illnesses, and injuries. All methods of 
training produced meaningful behavioural performance 
improvements [7]. 

Carstensen’s studies shows that the number of 
accidents decreased after training. The systematic and 
structured driver education can be an effective way of 
eliminating at least some of the new drivers’ accidents. 

A driver training should improve both safety and 
skill level; that is, it should teach drivers how to avoid 
dangerous situations, but should also equip them with 
adequate skills to deal successfully with unavoidable 
hazards.  

 H3: Adoption of Transportation technologies has a 
positive impact on number of accident reduction 

Transportation plays an important role of product 
movement in logistics operations. The transportation 
must meet customer’s demand regarding delivery 
performance and safety. The transportation technologies 
are widely used by logistic firms for the delivery 
monitoring and tracking. There are several technologies 
that commonly used in the logistic firms include global 
positioning system (GPS), radio-frequency 
communication system, and transportation data recorder 
[8].  

H4: Adoption of Thai/International standards (ISO, 
Q-mark, 5s) has positive impact on net profit 

International standard helps to bring more scientific 
analysis into a decision-making process. The study of 
Wenlong He et al., [9] showed that the adoption of ISO 
14001 increases sales and significant net effects on the 
financial performance. Therefore, we hypothesize that 
Thai/International standards might have positive effect 
on firm’s net profit. 

 3. Research Methodology 
3.1 Questionnaire Explanation 
In the basis of the conception and objective of the 

study, we designed questionnaire about operational 
performance of logistics service providers in term of 
innovation driven factors and measurement indicators of 
LSPs. The former items include logistics technologies, 
organization cooperation, communication and 
information sharing, adoption of transportation 
technologies, training frequency of transportation-
related skills. 

The questionnaire survey was composed of six 
sections; respondents’profile; operational performance, 
and the accident reduction; the communication and 
information sharing among top manager, employees, 
and drivers; the adopting of international standard; and 
the training frequency of transportation-related skills. 

For the first section, respondents’ profile is about 
basic information of the company. We use multiple 
choices ask for single answer. 

The second section is for the operational 
performance in logistics service in fiscal year 2013-
2014and the accident reduction, a five-point Likert scale 
[10] is used, where 1=significantly decreased 
2=decreased, 3=almost same, 4=increased and 5 = 
significantly increased, is used in the net profit, the 
reduction of accidents without injuries per truck, and 
the reduction of fatal and injury accidents per truck. 

The third section is for the communication and 
information sharing among top manager, employees, 
and drivers. A five-point Likert scale [10] is used, 
where 1=significantly decreased 2=decreased, 3=almost 
same, 4=increased and 5=significantly increased. The 
communication and information sharing among top 
manager, employees, and drivers including sharing the 
target level of key performance indicators to employees, 
top manager has established good communication with 
employees, top manager listen to employees’ 
complaints and discontents. 

The fourth section is the adopting of transportation 
technologies including Driving recorder, Back-eye 
camera, and GPS where dichotomous question (Yes = 1, 
No = 0) is used [11]. 

The fifth section is the adopting of international 
standard including ISO9001, Q-mark and 5S where 
dichotomous question (Yes = 1, No = 0) is used [11]. 

The last section is the training frequency of 
transportation-related skills. There are four types of 
transportation-related skills training; safety-driving 
skill, fuel-efficient driving skill, truck maintenance, and 
laws or regulations compliance. There are three types of 
the frequency of training; training new drivers; 
periodically training; and no training. 
 
      3.2 Sample 

The trucking company list is from Siam List 
Database Marketing Company which contains 13,418 
logistics companies and the additional 9,607 logistics 
companies are from Department of Land Transport, the 
ministry of transportation, Thailand. Total of 1,200 
questionnaires were distributed randomly to logistic 
company in Bangkok and surrounding, by direct 
interviewing, mailing, calling. There are 115 responses 
which account for 10% of response rate, where 94 from 
mailing (81.7%), 15 from calling (13.0%) and 6 from 
direct interviewing (5.2%). 

 
3.3 Statistical method 
The descriptive statistics frequencies, reliability, 

regression, T-test and One-way ANOVA are used to 
analyse the data. The reliability is usually expressed on 
the basis of the Cronbach’s alpha coefficient (reliability 
coefficients). Levels of 0.70 or more are generally 
accepted as representing good reliability [12]. 

For H1: Communication and information sharing 
among managers and employees have positive impact 
on net profit, we use regression to analyse the data. 
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Significant value (p value) must be lower than 0.05 for 
data accepted [13]. R-squared is a statistical measure of 
how close the data are to the fitted regression line. 

For H2: Training frequency of transportation-
related skills has a positive impact on number of 
accident reduction, we use One-way ANOVA to 
analyse the data. Significant value (p value) must be 
lower than 0.05 [14]. 

For H3: Adoption of Transportation technologies 
has a positive impact on number of accident reduction, 
we use independent-samples t-test to analyse the data. 
Significant value (p value) must be lower than 0.05 and 
the value of t must be greater than zero [13]. 

For H4: Adoption of Thai/International standards 
(ISO, Q-mark, 5s) has positive impact on net profit, we 
use independent-samples t-test to analyse the data. 
Significant value (p value) must be lower than 0.05 and 
the value of t must be greater than zero [13]. 

 
4. Research Results and Discussion 

     4.1 Data description 
Description statistical analysis of each factor that 

improve LSPs performance is calculate the number of 
respondents and percentage of respondent of each factor 
as shown in Table 1. For the form of legal organization, 
62.6% of the respondents is individual proprietors and 
37.4% is company limited, public company limited. 
There are 92.2% of the firms is locally owned while 
7.0% is joint venture firms, and 0.9% is foreign-owned 
firm. Most of the response firms are small size at 75.9% 
while there are 21.4% of the medium size and 2.7% is 
large size of the response firm. For the form of sales, 
64.3% of the respondents are 10 million or less, 11-50 
million is 21.7%, 51-100 million is 8.7% and 101-999 
million is 5.2%, respectively. 
 
Table 1:  Respondents’ profile 

 
 

Number of 
respondents 

Percentage 
of 
respondents 

Form of legal organization 
Individual proprietor 72 62.6 
Company limited,   
Public  company 
limited 

43 37.4 

Proportion of foreign investment 
 100% locally owned 106 92.2 
 Joint Venture (JV) 8 7.0 
 100% foreign 
owned(MNC) 1 0.9 

Size of Company 
  Small 85 75.9 
  Medium 24 21.4 
  Large 3 2.7 

Sales (THB) 
  10 million or less 74 64.3 
  11-50 million 25 21.7 
  51-100 million 10 8.7 
  101-999 million 6 5.2 

Thai/International Standards 
  ISO series adoption 62 54.4 
  Q-mark adoption 7 6.1 
  5S adoption 23 20.2 

Quality control and training for drivers
Safe-driving skill 

  
   Periodically 74 64.3 
   Only new drivers 28 24.3 
   No training 13 11.3 
Fuel-efficient driving skill 
   Periodically 60 52.2 
   Only new drivers 42 36.5 
   No training 13 11.3 
Truck maintenance 

  
   Periodically 61 53.0 
   Only new drivers 40 34.8 
   No training 13 11.3 

Laws or regulations
   Periodically 58 50.4 
   Only new drivers 44 38.3 
   No training 12 10.4 

Transportation Technologies and equipment
   Driving recorder 9 7.9 
   Back eye camera 3 2.6 
   GPS 99 86.8

 
Table 2 shows the descriptive statistics of 

communication and information sharing and logistic 
function perceived status by top manager. 

In the view of the respondents, they are agreed that 
top manager who listen to employees’ complaints and 
discontents is the driving shill of driver (Mean=4.16) 
the result comes from the survey which the responder 
consider to employee complaints. The second rank is 
establishing a good communication with employees 
(means scores is 4.04. From the results in Table 2, most 
of top managers agree that training and enhancing skills 
of drivers is the most important activity which should 
be carried out to improve logistics function and 
performance. Followed by compliance with Thai laws 
and regulations (Mean=4.38), Safety (Mean=4.13), 
environmental protection (Mean=4.10), and delivery on 
time (Mean=3.90), respectively. 
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Table 2: The important of communication and 
information sharing and Logistic function perceived by 
top manager 

 Mean SD 

Communication and information sharing 
Target level of key 
performance indicators 
is shared to employees 

 
3.82 

 

0.823 
Top manager has 
established good 
communication with 
employees 

 
4.04 

 

0.754 

Top manager listen to 
employees’ complaints 
and discontents 

 
4.16 

 

0.744 
Logistic function perceived by top manager 

Delivery on time 3.90 0.882 
Safety 4.13 0.800 
Environmental 
protection. 

4.10 0.783 

Compliance with Thai 
laws and regulations 

4.38 0.732 

Training and enhancing 
skills of drivers 

4.40 0.747 

Note: 1 = unimportant, 5 = very important and SD = 
standard deviation 

 
Table 3 shows the operational performance that has 

significantly increased is repairing and maintenance 
expense per truck (Mean=4.34). The second 
performances that has increased are delivery in full on 
time (DIFOT) and number of accidents without injuries 
per truck (Mean=4.30). The other performances also 
increased in the fiscal year 2013-2014 as shown in 
Table 3. 

 
Table 3: The operational performance in logistics 
service in fiscal year 2013-2014 

 Mean SD 
Net profit 3.83 0.939 
Load efficiency 4.05 0.815 
Laden miles  4.10 0.872 
Usage efficiency  4.21 0.893 
Delivery in Full on Time  4.30 0.870 
Number of damages or 
losses of cargos 4.31 0.968 

Number of accidents 
without injuries per truck 4.30 0.982 

Number of fatal and 
injury accidents per truck 4.27 1.012 

Fuel expense 4.29 0.915 
Repair and maintenance 
expense per truck 4.34 0.887 

Note: 1 = significantly decreased 5 = significantly 
increased and SD = standard deviation 

 
 
 

4.2 Reliability test  
The instrument from communication and 

information sharing group in logistic function perceived 
status by top manager group have high level of 
reliability with Cronbach’s alpha as 0.887 and 0.885, 
respectively. Hence, the instrument for these two groups 
are appropriate for analyzing. 

 
4.3. Test of hypothesis 
4.3.1 Hypothesis 1: Communication and information 

sharing among top manager and employees have 
positive impact on net profit 

In order to test Hypothesis 1, we use the linear 
regression analysis. There are three independent 
variables, which are target level of key performance 
indicators is shared to employees, top manager has 
established good communication with employees, and 
top manager listen to employees’ complaints and 
discontents. The result in Table 4 show that each 
independent variable has positive impact on net profit. 

Moreover, we group three observed variables as 
Communication and information sharing among 
manager and employees by using the factor analysis. 
Communication and information sharing among 
manager and employees significantly predicted net 
profit, β=1.244, t(115)=2.741, p <0.001. 
Communication and information sharing among 
manager and employees also explained a significant 
proportion of variance in net profit, R2 = 0.236, F (1, 
115) = 12.711, p <0.001.The result shows that 
communication and information sharing among 
manager and employees has positive impact on net 
profit in LSPs. 
 
Table 4: Regression analysis of communication and 
information sharing among manager and employees as a 
predictor of net profit 
 R2 F-test Sig Conclude 
Target level 
of key 
performance 
indicators is 
shared to 
employees 

0.210 30.015 0.000 Accepted 

Top 
manager has 
established 
good 
communicat
ion with 
employees 

0.232 34.137 0.000 Accepted 

Top 
manager 
listen to 
employees’ 
complaints 
and 
discontents 

0.163 21.933 0.000 Accepted 

H1 0.236 12.711 0.000 Accepted 
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4.3.2 Hypothesis 2: The frequency of training on 
transportation-relatedskills has a positive impact on 
number of accident reduction 

We use one-way ANOVA to test and analyse the 
relationship between the frequency of training and the 
number of accidents reduction. Table 5 and 6 show the 
results from ANOVA Analysis of the number of 
accidents reduction related to the training. In table 5 
ANOVA was conducted to compare the effect of the 
reduction of accidents without injuries in safety-driving 
skill, fuel-efficient driving skill, truck maintenance, 
laws or regulations. 
 
Table 5: ANOVA result of comparing the effect of the 
frequency of training on transportation-related skills on 
the reduction of accidents without injuries per truck 
Training Type Mean F-test Sig. Conclude 

H2.1a   
Safety-driving 
skill 

9.691 11.984 0.000 Accepted 

H2.2a 
Fuel-efficient 
driving skill 

9.559 11.787 0.000 Accepted 

H2.3a 
Truck 
maintenance 

8.805 11.700 0.000 Accepted 

H2.4a 
Laws or 
regulations 

7.822 10.040 0.000 Accepted 

 
A one-way between subjects ANOVA was 

conducted to compare the effect of the frequency of 
training on transportation-related skills on the reduction 
of accidents without injuries per truck in training new 
drivers, training periodically, and no training 
conditions. 

There was a significant effect of frequency of the 
training Safety-driving skill on reduction of accidents 
without injuries per truck at the p less than 0.05 level 
for the three conditions [F(2,112) = 11.984 p= 0.00]. 
Post hoc comparisons using the TukeyHSD test 
indicated that the mean score for the training 
periodically (Mean = 4.47, SD = 0.954) was not 
significantly different than the new drivers training 
(Mean = 4.36, SD = 0.84).But the firms without training 
employees (Mean = 3.15, SD = 0.89) was significantly 
different from the training periodically and the new 
drivers training conditions. 

The fuel-efficient driving skill on reduction of 
accident without injuries per truck. For the three 
conditions [F (2,112) = 11.787 .p= 0.00]. The mean 
score for the training periodically (Mean = 4.45, SD = 
1.015) was not significantly different than the new 
drivers training (Mean = 4.43, SD = 0.67). But the firms 
without training employees (Mean = 3.15, SD = 0.987) 
was significantly different from the training periodically 
and the new drivers training conditions. 

The training truck maintenance on reduction of 
accidents without injuries per truck. For the three 
conditions [F (3,111) = 11.700 p= 0.00]. Training 

periodically (Mean = 4.64, SD = 0.708), new drivers 
training (Mean = 4.18, SD = 1.035). But the firms 
without training employees (Mean = 3.15, SD = 0.89) 
was significantly different from the training periodically 
and the new drivers training conditions. 

The training laws or regulations on reduction of 
accidents without injuries per truck where [F (3,111) = 
10.040 p= 0.00]. Post hoc comparisons using the Tukey 
HSD test indicated that the mean score for the training 
periodically (Mean = 4.62, SD = 0.745) was not 
significantly different than the new drivers training 
(Mean = 4.20, SD = 1.002). But the firms without 
training employees (Mean = 3.17, SD = 1.030) was 
significantly different from the training periodically and 
only new drivers training conditions. 

A one-way between subjects ANOVA was 
conducted to compare the effect of the frequency of 
training on transportation-related skills on the reduction 
of fatal and injury accidents per truck in training new 
drivers, training periodically and no training conditions. 

There was a significant effect of frequency of the 
training on Safety-driving skill on reduction of 
accidents of fatal and injury per truck at the p less than 
0.05 level for the three conditions [F(2,112) = 12.698 
p= 0.00]. For the training periodically (Mean = 4.47, SD 
= 0.940) was not significantly different than the new 
drivers training (Mean = 4.29, SD = 0.810). But the 
firms without training employees (Mean = 3.08, SD = 
1.038) was significantly different from the training 
periodically and the new drivers training conditions. 

The training Fuel-efficient driving skill on reduction 
of accidents of fatal and injury per truck where 
[F(2,112) = 12.190 p= 0.00] ], (Mean = 4.43, SD = 
1.013) was not significantly different than the new 
drivers training (Mean = 4.42, SD = 0.737).But the 
firms without training employees (Mean = 3.08, SD = 
1.038) was significantly different from the training 
periodically and the new drivers conditions. 

The training truck maintenance on reduction of 
accidents of fatal and injury per truck at the p less than 
0.05 level for the three conditions [F (3,111) = 12.030 
p= 0.00]. For the training periodically (Mean = 4.61, SD 
= 0.759) was not significantly different than the new 
drivers training (Mean = 4.18, SD = 1.035). But the 
firms without training employees (Mean = 3.15, SD = 
0.987) 

The training laws or regulations on reduction of 
accidents of fatal and injury per truck where [F (3,111) 
= 11.379 p= 0.00]. For the training periodically (Mean 
= 4.62, SD = 0.745) was not significantly different than 
the new drivers training (Mean = 4.16, SD = 1.033). But 
the firms without training employees (Mean = 3.17, SD 
= 1.030)  

The results show that the periodical training and 
training only to the new drivers on transportation-
related skills has significant impact on reducing the 
number of accident in both without injuries and fatal 
and injury accidents.  

 
 



ChanikarnJeenanupan et al./ ICAS2015, July 15-17, 2015, Pattaya, Thailand 

International Conference on Applied Statistics 2015 27 

Table 6: ANOVA result of comparing the effect of the 
frequency of training on transportation-related skills on 
the reduction of fatal and injury accidents per truck 
Training Type Mean F-test Sig. Conclude 
H2.1b 
Safety-driving 
skill 

10.780 12.698 0.000 Accepted 

H2.2b 
Fuel-efficient 
driving skill 

10.426 12.190 0.000 Accepted 

H2.3b 
Truck 
maintenance 

9.540 12.030 0.000 Accepted 

H2.4b 
Laws or 
regulations 

9.145 11.379 0.000 Accepted 

 
4.3.3 Hypothesis 3: Adoption of Transportation 

technologies has a positive impact on number of 
accident reduction 

Hypothesis 3, an independent-samples t-test was 
conducted to compare the number of accident reduction 
without injuries per truck in adopting transportation 
technologies and not adopting transportation 
technologies conditions. Table 7 shows the result from 
t-test analysis between each transportation technology 
and the reduction of accidents without injuries per 
truck.  

There was not a significant different in the score for 
adopting driving record (Mean =3.78, SD=1.302) and 
not adopting driving record (Mean =4.37, SD=0.891) 
condition; t (112) = -1.845, p = 0.068. 

There was not a significant different in the score for 
adopting back-eye camera (Mean =4.33, SD=1.155) and 
not adopting back-eye camera (M=4.32, SD=0.936) 
condition; t (112) = 0.016, p = 0.987. 

There was a significant different in the score for 
adopting GPS (Mean =4.46, SD=0.837) and not 
adopting GPS (Mean =3.4, SD=1.056) condition; t 
(112) = 4.431, p = 0.00.These results suggest that 
adopting GPS does have an effect on reduction of 
accident without injury per truck.  
 
Table 7: An independent-samples t-test result of 
comparing the number of accident reduction without 
injuries per truck in adopting transportation 
technologies  
Technologies T-test F-test Sig. Conclude 
Driving 
recorder -1.845 1.584 0.068 Rejected 

Back-eye 
camera 0.016 0.176 0.987 Rejected 

GPS 4.431 2.398 0.000 Accepted 
 

Moreover, an independent-samples t-test was 
conducted to compare the number of reduction of fatal 
and injury accidents per truck in adopting transportation 
technologies and not adopting transportation 
technologies conditions.  

There was not a significant different in the score for 
adopting driving record (Mean =3.78, SD=1.302) and 
not adopting driving record (Mean =4.34, SD=0.928) 
condition; t (112) = -1.695, p = 0.093. 

There was not a significant different in the score for 
adopting back-eye camera (Mean =4.33, SD=1.155) and 
not adopting back-eye camera (Mean =4.30, SD=0.969) 
condition; t (112) = 0.062, p = 0.950.  

There was a significant different in the score for 
adopting GPS (Mean =4.43, SD=0.859) and not 
adopting GPS (Mean =3.40, SD=1.183) condition; t 
(112) = 4.121, p = 0.00.These results suggest that 
adopting GPS does have an effect on reduction of fatal 
and injury accidents per truck. 

There is not enough evident to support that installing 
driving record and back-eye camera could decrease the 
number of accidents without injury per truck. However, 
the results suggest that adopting GPS does have an 
effect on reduction of accident without injury and the 
fatal and injury accidents per truck.  

 
Table 8: An independent-samples t-test result of 
comparing the number of accident reduction of fatal and 
injury accidents per truck in adopting transportation 
technologies 
Technologies T-test F-test Sig. Conclude 

Driving 
recorder -0.1695 1.097 0.093 Rejected 

Back-eye 
camera 0.063 0.101 0.950 Rejected 

GPS 4.121 5.226 0.000 Accepted 
 

4.3.4 Hypothesis 4: Adoption of Thai/International 
standards (ISO, Q-mark, and 5s) have positive impact 
on net profit  

An independent-samples t-test is conducted to 
compare the changes of net profit in adopting 
Thai/International standard and not adopting 
Thai/International standard.  

There was a significant different in the score for 
adopting ISO9001 (Mean =4.32, SD=0.696) and not 
adopting ISO9001 (Mean =3.21, SD=0.825) condition; t 
(112) = 7.803, p = 0.00. These results suggest that 
adopting ISO9001 does have an effect on net profit. 
Specifically, our results suggest that when adopting 
ISO9001, their net profit increase. 

There was not a significant different in the score for 
adopting Q-mark (Mean =3.86, SD=0.69) and not 
adopting Q-mark (Mean =3.81, SD=0.953) condition; 
t(112) = 0.12, p = 0.905.  

There was not a significant different in the score for 
adopting 5S (Mean =3.74, SD=1.010) and not adopting 
5S (Mean =3.84, SD=0.922) condition; t (112) = -0.438, 
p = 0.662.  

From testing by T-test shows that firms which 
adopted ISO9001 increase their net profit in firm 
because ISO9001 is a standard which based on a 
number of quality management principles including a 
strong customer focus, the motivation and implication 
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of top manager, the process approach and continual 
improvement. 
 
Table 9: An independent-samples t-test result in 
comparing the changes of net profit in adopting 
Thai/International standard 
 

Thai/ 
International 

standard 

T-test F-
test 

Sig. Conclude 

ISO 9001 7.803 0.286 0.000 Accepted 
Q-mark 0.120 1.908 0.905 Rejected 
5S -0.414 0.320 0.681 Rejected 
 

4. Conclusion 
This research aims to study the major factors 

affecting the operational performance for logistics 
service providers. The firm-level data on the trucking 
industry was collected in a questionnaire survey. 

The research finding shows that information sharing 
between manager and employee has a positive impact 
on net profit. In addition, the results also confirm that 
the companies that provide periodical training and 
training to the new driver could reduce their both fatal 
and injuries accident, and without injuries accident than 
the company which has no driver training. Moreover, 
the adoption of GPS also help to reduce the number of 
accident during working hour. Lastly, adopting of 
ISO9001 can help to improve company’s net profit. 

This research has several limitations that suggest 
promising avenues for future research. First, data set is 
limited to only logistics service providers in Thailand. It 
could be extend to other industry or other countries. 
Second, we could extend this research by applying more 
robust statistical analysis to gain insight understanding. 
In addition to this internal factors inside the firms, the 
investigation on the external factors such as the 
requirement from the customers should be conducted in 
the future research. 
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Abstract

In 2006, Borkowski introduced the componentwise variance dispersion graph (CVDG) which is a graphical
tool for studying the prediction variance properties of experimental designs for mixtures. In this paper, the CVDG
will be generalized to response surface designs in hypercube and hypersphere design spaces. The new plots called
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1 Introduction

Consider the common experimental situation of
having to select a response surface (RS) design hav-
ing k-factors. The problem of choosing a ``best'' RS
design for fitting the parameters of a linear model de-
pends on the criterion of choice. For example, the ex-
perimenter could want a design that will produce RS
model coefficient estimates with smallest variance or
instead could want an orthogonal design. For a second
or higher-order polynomial RS models, there is not a
unique class of ``best'' designs, and it is recommended
that coefficient estimates should be studied simultane-
ously [4]. Therefore, one desirable RS design property
is to produce predicted values with small variance.

To address this issue, graphical techniques for eval-
uating prediction variance properties throughout the
experimental region have been developed to supple-
ment the use of single-value design optimality criteria,
such as D and G optimality [1]. These include vari-
ance dispersion graphs (VDGs) [5,7], fraction of de-
sign space (FDS) plots [11], and quantile dispersion
graphs (QDGs) [6]. Nguyen and Borkowski [8] in-
troduced an enhancement to VDGs, called prediction
variance volatility (PVV) plots.

For experiments with mixtures having constraints
on the component proportions, the mixture design
space becomes an irregularly-shaped polyhedron con-
tained in a simplex. Piepel andAnderson [9] developed
plots that display properties of the prediction variance
on shrunken polyhedral spaces while Vining et al. [10]
developed the prediction variance trace in which the

prediction variance is plotted in each Cox-effect direc-
tion. Borkowski [3] introduced componentwise vari-
ance dispersion graphs (CVDGs) for mixture experi-
ments in which the the minimum, maximum, and aver-
age scaled predictions are plotted across the set of fea-
sible component levels for each mixture component.

The graphical concepts behind CVDGs for mixture
experiments will be generalized to response surface de-
signs in hypercube and hypersphere design spaces. In
addition, PVV plotting will be incorporated to create
new plots called factorwise variance dispersion graphs
(FVDGs). FVDGs are a set of plots of the scaled pre-
diction variance throughout the entire design space.
FVDGs can be used to supplement the use of vari-
ance dispersion graphs (VDGs) and fraction of design
space (FDS) plots when assessing the prediction vari-
ance properties of a response surface design throughout
the design space.

In this paper, a brief review of VDGs, QDGs, PVV
plots, and FDS plots will be given. Then FVDGs will
be defined with design examples in hypercube and hy-
persphere design spaces.

2 Research Methodology

Variance Dispersion Graphs (VDGs)
Consider a k-factor response surface (RS) exper-

iment having N experimental runs. The design ma-
trix D is the N × k matrix whose rows correspond to
factor settings for the N experimental runs. For any
p-parameter polynomial RS model, D is expanded to
form the N × p model matrix X with columns corre-
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sponding to the p terms in the model.

Assuming IID errors, the prediction variance at
point associated with X is x is var(Ŷ (x)) = σ2V1(x)
where V1(x) = xm

′(X′X)−1xm and row vector xm

is the RS model expansion of x. The scaled prediction
variance (SPV) function V (x) is defined as

V (x) =
N

σ2
var(Ŷ (x)) = NV1(x) (1)

For VDGs, three properties of interest involve the
scaled prediction variance (SPV) function V (x) in (1).
The first property is the average spherical prediction
variance Vρ which is the expected value of V (x) on the
surface of the sphere Sρ of radius ρ from the origin:

Vρ =
1

ωρ

∫
Sρ

Nxm
′(X′X)−1xm dx (2)

where ωρ is the surface area of Sρ. The other two prop-
erties are theminimum andmaximum spherical predic-
tion variances given radius ρ:

VMINρ = min
x∈Sρ

V (x) and VMAXρ = max
x∈Sρ

V (x)

(3)
To compare prediction variance properties of RS de-
signs, Vρ, VMINρ and VMAXρ are plotted against
ρ generating variance dispersion graphs or VDGs
[2,5,7]. The VMINρ and VMAXρ plots provide
information regarding the relative stability of V (x)
throughout a spherical design space. A horizontal line
at V (x) = p (the number of model parameters) is in-
cluded because p is the optimal value of VMAXρ in the
design space. Figure 1 contains VDGs of Vρ, VMINρ,
and VMAXρ for two 3-factor 16-point designs : the
Box-Behnken design (BBD) having 4 center points and
the central composite design (CCD) having 2 center
points (see Table 1).

Quantile Dispersion Graphs (QDGs)

One method for displaying properties of the distri-
bution of V (x) across various values of ρ is through
the use of boxplots of the values of V (x|ρ) across
a sequence of ρ values. The maximum and mini-
mum points on a boxplots correspond to VMINρ and
VMAXρ for a specific ρ value. The median provides
a measure of central tendency as ρ increases while the
range and interquartile range provide information re-
garding the stability of V (x|ρ). This is an example of
a quantile dispersion graph or QDG which is a plot
of the quantiles of the distribution of V (x|ρ) [6].

Table 1: 16-Point Response Surface Designs

BBD CCD
x1 x2 x3 x1 x2 x3

−1 −1 0 −1 −1 −1
−1 1 0 −1 −1 1
1 −1 0 −1 1 −1
1 1 0 −1 1 1

−1 0 −1 1 −1 −1
−1 0 1 1 −1 1
1 0 −1 1 1 −1
1 0 1 1 1 1
0 −1 −1 0 0 −

√
3

0 −1 1 0 0
√
3

0 1 −1 0 −
√
3 0

0 1 1 0
√
3 0

0 0 0 −
√
3 0 0

0 0 0
√
3 0 0

0 0 0 0 0 0
0 0 0 0 0 0

(a) VDG of the BBD (b) VDG of the CCD

Radius Radius

Figure 1: VDGs for 3-factor 16-point designs: BBD (Figure
1a) and CCD (Figure 1b)

Figure 2 summarizes the distributions across ρ of
the 3-factor, 13-point small composite design (SCD).
It clearly shows the increasing trend for the center of
the distribution of V (x|ρ) as ρ →

√
3. Also, VMAXρ

and the third quartile increase much more rapidly with
increasing ρ than either VMINρ, the first quartile, or
themedian. Hence, as ρ increases, these QDGboxplots
show that the distribution of V (x|ρ) becomes increas-
ingly right-skewed and with increasing variability.

Prediction Variance Volatility (PVV) Plots

A prediction variance volatility (PVV) plot is a
modification of a VDG [8]. For a PVV plot, V (x) is
calculated for a large number of randomly-generated
points in the design spaceR and are then superimposed
on VDGs.
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Figure 2: QDG Boxplots for a 13-Point SCD
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Figure 3: PVV Plots for 6-factor and 9-Factor BBDs

Figure 3 contains PVV plots for 6-factor and 9-
factor Box-Behnknen designs (BBDs) in the hyper-
cube. In each PVV plot, the SPVs for 2000 randomly-

generated points are plotted against the associated ρ
values. For the 6-factor BBD, the points are concen-
trated midway between Vmin and Vmax for all ρ with
very low concentrations near the extremes. However,
for the 9-factor BBD, the points are concentrated near
Vmax for all ρwith very low concentrations everywhere
else. These PVV plots show the ``volatility'' of the
scaled prediction variances.

Nguyen and Borkowski [8] also showed that PVV
plots are useful for studying rotatability properties of a
design. That is, for designs approaching near-rotatable,
the PVV plot becomes less volatile (with the PPV plot
being a single curve for a rotatable design).

Fraction of Design Space (FDS) Plots

For a response surface design, it is common to have
regions with small V (x) values while other regions
having large V (x) values. Therefore, it would be use-
ful to assess the prediction variance properties of a de-
sign throughout the entire design space R. Although
VDGs, QDGs, and PVV plots show the maximum and
minimum values of V (x) for a given ρ, the information
provided in these plots visually assign the same weight
at each ρ. That is, they do not provide any information
relating ρ to the volume of the design region. It was
recommended that the prediction variances should be
weighted by the proportion of the design region [11].

Figure 4: FDS Plots for 16-Point BBD (•••) and CCD with
α =

√
3 (◦ ◦ ◦)

The proportion of a spherical design region ac-
counted for by all points within radius ρ of the design
center is an increasing function of ρ. As the number
of design factors increases, the proportion of the de-
sign region becomes negligible for ρ close to zero but
increases rapidly as ρ increases. Zahran et al. [11]
proposed the fraction of design space or FDS plot.
An FDS plot involves plotting the quantiles Q of V (x)
against P , the proportion of the volume of the design
region R for which V (x) ≤ Q for any specified value
Q. Figure 4 contains the FDS plots for the two 16-point
BBD and CCD plots given in Table 1.
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3 Research Results and Discussion

Factorwise Variance Dispersion Graphs (FVDGs)

A new graphical tool called the factorwise vari-
ance dispersion graph (FVDG) will be presented. A
FVDG is a generalization of CVDGs and is a modifi-
cation of VDGs and PVV plots [3,8].

To generate a FVDG for the ith design factor (i =
1, 2, . . . , k), fix the factor level xi = a subject to
Li ≤ a ≤ Ui where Li and Ui are the minimum and
maximum levels considered for xi in the design space
R. For example, if the design space is a hypercube,
then Li = −1 and Ui = +1, or if the design space
is a hypersphere of radius

√
k, then Li = −

√
k and

Ui = +
√
k.

Let V (x|xi = a), VMIN(x|xi = a), and
VMAX(x|xi = a) be the average, minimum, and
maximum of V (x) conditioned on xi = a for all de-
sign points x ∈ R. The following steps outline the
procedure for generating a FVDG for design factor xi.

1. For the ith factor plot V (x|xi = a),
VMIN(x|xi = a), and VMAX(x|xi = a)
across the set of xi = a values such that
Li ≤ a ≤ Ui.

2. Calculate V (x) for a large number of randomly-
generated points in R. Add these points to the
plot from Step 1.

3. A FVDG is created for the remaining factors us-
ing the points from Step 2.

V (x)
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for i = 1, 2, 3

Figure 5: The FVDG for the Face-Centered CCD

Figure 5 contains the FVDG for the 15-point face-
centered CCD in Table 2a. Because of design sym-
metry (i.e., permuting x1, x2, x3 yields the same de-
sign), it is not necessary to also include the FVDGs
for x2 and x3. Now we can study the distribution of
V (x) throughout the cube R. Figure 5 shows that the
high density of SPV values near the minimum. Thus,

for any x1 values, the distribution of SPV values is
strongly right-skewed.

For the second example, consider the 10-point 3-
factor symmetric Notz design (see Table 2b). Note that
the point (1,1,1) is not in this design. Thus, it is likely
that the prediction variance at that point will be large.
The FVDGs in column 1 of Figure 6 support that claim.
Suppose we augment the Notz design by adding de-
sign point (1,1,1). Note the impact of adding the ver-
tex (1, 1, 1) on the FVDGs (given in column 2 of Figure
6). Note the stability (low volatility) in the prediction
variances across all values of xi for i = 1, 2, 3.

10-Point Notz Design Augmented Notz Design
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Figure 6: FVDGs for 10-point and augmented 11-point Notz
Designs
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Table 2: Three Response Surface Designs

(a)
15-Point
CCD

x1 x2 x3

−1 −1 −1
−1 −1 1
−1 1 −1
−1 1 1
1 −1 −1
1 −1 1
1 1 −1
1 1 1
0 0 −1
0 0 1
0 −1 0
0 1 0

−1 0 0
1 0 0
0 0 0

(b)
10-Point

Notz Design
x1 x2 x3

−1 −1 −1
1 −1 −1

−1 1 −1
−1 −1 1
1 1 −1
1 −1 1

−1 1 1
1 0 0
0 1 0
0 0 1

(c)
15-point

SAS Design
x1 x2 x3

−1 −1 −1
−1 −1 1
−1 −1 0
1 0 0
1 −1 −1
1 −1 1
1 −1 0

−1 1 −1
−1 1 1
−1 1 0
1 −1 1
1 0 0

−1 0 0
0 0 0
1 1 0

In the third example, consider the 15-point 3-
factor nonsymmetric D-optimal design generated by
SAS Proc Optex (Table 3c) assuming the second-order
model:

f(x) = β0 +
3∑

i=1

βixi +
3∑

i=1

βiix
2
i

+ β12x1x2 + β13x1x3 + β23x2x3

Suppose, however, the interaction model is the true
model:

f(x) = β0+
3∑

i=1

βixi+β12x1x2+β13x1x3+β23x2x3

For the second-order model, the FVDGs are given
in column 1 of Figure 7. Because the design is not sym-
metric, the FVDGs for x1, x2 and x3 are very different.
For example, the prediction variances are dense near
the minimum for all values of x1, while they are much
more dispersed for x2 and x3. The shapes of the min-
imum, maximum and average curves also vary greatly
across the factors.

For the interaction model, the FVDGs are given in
column 2 of Figure 7. These FVDGs highlight the dra-
matic changes that can occur when different models are
considered. Now the FVDGs for x1 and x2 are very
similar, but were very different for the second-order
model. For the interaction model, the prediction vari-
ances are now concentrated near the minimum for all
three factors.

FVDGs for the FVDGs for the
Second-Order Model Interaction Model
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Figure 7: FVDGs for a 15-Point Design Generated by Proc
Optex in SAS

Now suppose the design space R is spherical:

R =

{
x = (x1, x2, . . . , xk) :

(
k∑

i=1

x2
i

)
≤

√
k

}

Consider the symmetric 15-point and 16-point Cen-
tral Composite designs (CCDs) having 1 and 2 center
points, respectively. Therefore, −

√
3 ≤ xi ≤

√
3 for

i = 1, 2, 3. Note the effect of the additional centerpoint
in the FVDGs for xi near 0 in Figure 8.

Finally, lets return the the BBD and CCD given in Ta-
ble 1 with VDGs in Figure 1 and FDS plots in Fig-
ure 4. These can be supplemented with their FVDGs
shown in Figure 9. Because of design symmetry, only
one FVDG is presented for each design. Note that the
prediction variance is less stable for the BBD for most
values of each xi.
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Figure 8: FVDGs for 15-Point and 16-Point CCDs

4 Conclusions

To determine which response surface design to run,
the experimenter should study the prediction variance
properties of each design. For designs with ≥ 3 fac-
tors, we can compare designs using design optimality
criteria (e.g.,D orG). These criteria, however, provide
no information about the distribution of the prediction
variance function over R. To address this weakness,
graphical methods were developed (VDGs, QDGs,
PVV and FDS plots, and now FVDGs), which provide
information about the prediction variance properties of
a design throughout the design space.

16-Point BBD
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Figure 9: FVDGs for the BBD and CCD in Table 1

Before running an experiment it is recommended
to look at multiple graphical tools for studying the pre-
diction variance properties of potential designs to aid in
the design selection process. All of the graphical meth-
ods help the experimenter to understand V (x) through-
out the design space. Thus, the use of these graphical
methods is a practical way to compare the prediction
variance properties of competing designs.
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Abstract 

The goal of this research is to compare the interval estimation based on Poisson distribution. The interval estimation is evaluated 
by Maximum Likelihood (ML) method, Markov Chain Monte Carlo (MCMC) method, and Bayes method from a point estimation to 
estimate confidence interval. The confidence coefficients are approximated by considering the proportion when the upper and lower 
of confidence interval are covered the true parameters. If the Confidence Coefficients (CC) are greater than the fixed confidence 
interval, the Average Width (AW) of the confidence interval will focus the performance of these methods. In this case, the data is 
generated by Monte Carlo process depended on Poisson distribution with true parameters 0.5, 2, 5, 10, and 20, sample sizes  30, 50, 
100, 300, and 500,  and the 90%, 95%, and 99% confidence interval. The performance of three methods is compared by the CC and 
the AW values. The output is showed that ML method outperforms the other methods when true parameter is small values (0.5) for 
all sample sizes. For the large sample sizes (100,300,500), MCMC method is  reasonably  performed when true parameter is  5. 
Furthermore,  the Bayes method is a good performance in most cases.   
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1. Introduction 
 

The estimation is a part of statistical inference for 
studying  data from sample which is described the 
characteristic population. The estimation contains  point 
estimation and interval estimation. The point estimation 
is to estimate an estimator from sample that referred  to 
a  population parameter. The estimator presents  a single 
values or point, but the interval estimation presents a 
range  which  is constructed  along with point 
estimation to show the reliability  of the estimation.  

  Confidence interval is a type of interval estimation 
to approximate the range of a population parameter. 
Interval estimation consists of lower confidence  
interval  and upper confidence interval which  depended 
on the level of confidence and standard deviation. The 
level of confidence interval is a range of probability that 
captured this  population parameter. When the 
population parameter hold on the narrow  confidence 
intervals,  it can be concluded that the estimator is a 
high accuracy.  

In this case, we interested the discrete random 
variable in form of Poisson distribution.  The population 
parameter defined an average number of successes  that 
occurred in a specified region of time and space. A 
Poisson random variable is a number of successes in a 
length, an area, a period of time such as the number of 
accident occurring at the express way per day.  

The interval estimation depends on the point 
estimation which is referred to the population  

parameter by the estimator. The Maximum Likelihood 
(ML) method is widely used  a popular method to 
estimate the population parameter because the estimator 
is to be a class of  uniformly minimum variance 
unbiased estimator [1]. Moreover, the Markov Chain 
Monte Carlo (MCMC) [2] method can produce the 
estimator of prior distribution and posterior distribution 
by generating sample from these functions. But the 
posterior distribution is provided by Bayesian model, 
the prior distribution can be used to evaluate this 
estimator. The Bayes method is also to interest since the 
distribution of the population parameter or called prior 
distribution and posterior distribution  are used to 
approximate estimator[3]. The Bayes method is so 
complicate for computing estimator, then the  MCMC 
method is used  to help for estimating the population 
parameter.  

For this reason, we propose the MLE, MCMC, and 
Bayes  methods to estimate confidence interval with 
Poisson distribution using simulation studies.  

2.  Scope 

2.1 Let  random variable X  be independent and 
identically distributed (iid) random variables 
following a Poisson distribution with parameter λ , 
and  the probability  density function is  
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 2.2 Let  the prior distribution of λ  be a gamma 

distribution with  parameters ,a b ,  and  the probability  
density function is  

 
1

( | , ) , 0.
( )

a b

a

eg a b
a b

λ

λλ λ
−−

= >
Γ  

The gamma distribution shows the parameter format as 
the Poisson distribution or called conjugate distribution. 

2.3 The sample sizes are considered at   n =  30,  50,  
100, 300, and 500. 

2.4 The true parameter of Poisson distribution  is 
defined as  0.5,  2,  5,  10,   and  20. 

2.5 Let the significance confidence level  ( )α  be 3 
levels at 0.1, 0.05, and 0.01 following the 
confidence interval (1-α)100%  is to be  90%, 
95%, and 99%.  

2.6 The R program [4] is used to generate data at 
500 replicates for each cases. 

 
3. Methodology 
 

3.1 The random variable X is generated in a class of 
Poisson distribution following the sample sizes, the  
true parameter, and the significance confidence  level. 

3.2 The methods for computing the confidence 
interval consist of following 3 methods:  

3.2.1 Maximum Likelihood (ML) Method 

The ˆ
MLλ is ML estimator of  X [3] or written as 

ˆ
ML Xλ = , and the variance of ML estimator is given 

by 
1ˆ( ) ( ) ( ) ( )

.

MLVar Var X Var X Var X
n

n

λ λ

λ

= = =

=

∵
 

The population parameter ( )λ  is estimated by ML then 

ˆ .ML Xλ λ⇒ =  

 The confidence interval (1-α)100% of  λ  is 
approximated  by 

/ 2

/ 2

ˆ ˆ( )

.

ML MLz Var

XX z
n

α

α

λ λ λ= ±

= ±  

3.3.2  Markov Chain Monte Carlo (MCMC)  Method 
The Markov Chain Monte Carlo (MCMC)  method 

is operated by sequentially sampling parameter values 
from a Markov Chain  whose stationary distribution 
which is desired from posterior distribution. The Gibbs 
sampling ([6], [7]) is a algorithm for MCMC 
computing. The algorithm of Gibbs sampling can be 
seen at [5]. We carry out the WinBUGS Program [3] to 
obtain the estimating estimator from the posterior 
distribution function.  The MCMC estimators  can be 
computed by 

( )

1

1ˆ ,
T

t
MCMC

tT
λ λ

=

= ∑

 ( ) ( )2
( )

1

1ˆ ˆ ,
1

T
t

MCMC
t

Var
T

λ λ λ
=

= −
− ∑

 where  ( )tλ  is generated from the posterior distribution 

based on the gamma distribution at parameter ( )ta   and 
( )tb ,  λ̂

 

is a sample mean of  independent observation, 
and T is a iteration of posterior distribution function .

 

The confidence interval (1-α)100% of  λ is written 
by 

  ( )/ 2
ˆ ˆ .MCMC MCMCz Varαλ λ λ= ±  

      For the MCMC method, the parameter a , and b  
are approximated by  

( )

1

1ˆ
T

t
MCMC

t
a a

T =

= ∑   ,  

( )

1

1ˆ
T

t
MCMC

t
b b

T =

= ∑  ,  

where  ( )ta  is generated from exponential distribution , 

and ( )tb  is generated from gamma distribution. 
 

3.2.3 Bayes  Method 

Let 1,..., nX X  is the random variable of Poisson 

distribution with parameter λ  while exponential and 
gamma distributions are considered the prior 
distribution with parameter  a , and b . The resulting 
posterior distribution is equal  
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1 1

1
1( ) 1

( ) ( | ) ( | , )

( )!

.

n

i
i

i i

X
n a b

n a

i
i

n n X ab

h x f x g a b

e e
a bX

e

λ
λ

λ

λ λ λ

λ λ

λ

=
−− −

=

− + + −

∝

∑
∝ ×

Γ

∝

∏
 

We reach to conclusion that  

1| ,ix gamma nX a n
b

λ ⎛ ⎞+ +⎜ ⎟
⎝ ⎠

∼  [8].  

Therefore the gamma distribution is conjugate to the 
Poisson distribution. The posterior mean or called 
Bayes estimator is given by 

( | ) 1i
nX aE x
n

b

λ +
=

+
, 

while the posterior variance is given by  

 2( | )
1

i
nX aVar x
n

b

λ +
=

⎛ ⎞+⎜ ⎟
⎝ ⎠

. 

The confidence interval (1-α)100% of  λ  is written by 

 / 2 21 1
nX a nX az
n nb b

αλ + +
= ±

⎛ ⎞+ +⎜ ⎟
⎝ ⎠

. 

      Hence, the parameter a , and b  are obtained from 
MCMC method. Recall that  
 

/ 2 2

ˆ ˆ
.1 1

ˆ ˆ

MCMC MCMC

MCMC
MCMC

nX a nX az
n nb b

αλ + +
= ±

⎛ ⎞+ +⎜ ⎟⎜ ⎟
⎝ ⎠

 

  
     3.3 The estimating confidence coefficient 
     The confidence interval is  approximated by ML, 
Bayes, MCMC methods at significance level 0.1, 0.05, 
and 0.01.  If the confidence intervals cover the true 
parameters, we will count the number and compute the 
proportion denoted the confidence coefficient ˆ(1 )α− . 

 

     3.4 The comparison of the confidence coefficient and 
the fixed confidence interval  
     The confidence coefficient ˆ(1 )α−  is to compare 

with the fixed confidence interval  0(1 )α−  that we 

define the significance level at 0.05. If  the confidence 
coefficient is more than the fixed confidence interval , 
we will perform these methods. The comparison is 
given by

                                
0 0

0 0 2
(1 )ˆ1 1 P PP z
Mαα α −

− ≥ − = − , 

where  0P  is the fixed probability given by 0.9, 0.95, 

and 0.99, M is the number of replications. 
        The  fixed confidence intervals are computed by: 

0 0.9P = ,  

0
0.9(1 0.9)1 0.9 1.96 0.8737,

500
α −

− = − =

 0 0.95P = ,  

0
0.95(1 0.95)1 0.95 1.96 0.9308,

500
α −

− = − =  

 0 0.99P = ,  

0
0.99(1 0.99)1 0.99 1.96 0.9812.

500
α −

− = − =

      3.5 The average width of confidence interval 
         There are several the confidence coefficients  are 
more than the fixed confidence interval, then   the  
average width of confidence interval  will be  
considered instead.  The average width of confidence 
interval is evaluated by computing the average of 
difference values between upper limit and lower limit  

or written as 
( )500

1 500
j j

j

U L

=

−
∑ , where jU  is the upper 

confidence interval, and  jL  is the lower confidence 

interval. 
4. Results  
    The estimating confidence interval of population 
parameter with Poisson distribution is presented  by the 
Confidence Coefficient (CC)  and the Average Width 
(AW) at Table 1-3. The first column and the second 
columns of these tables are shown the sample sizes and 
the true parameters. The  Confidence Coefficient (CC)  
and the Average Width (AW) are presented in the next 
six columns for three methods. The minimizing AW 
values  are  illustrated the performance of these methods 
,but some AW values are in the blank because the 
confidence coefficient is less than the fixed confidence 
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interval. By observing the CC and AW, the results 
appear as follow: 
  4.1 A 90% confidence interval 
       From Table 1, the  AW of ML method is a 
minimum values when 0.5λ =  for all sample sizes. 
For MCMC method, the AW outperforms at 5λ =  
with n =100, 300, and 500 , and λ = 10 ,20  with n = 
500.  The AW of  Bayes method appears the minimum 
values at most cases especially when  n = 30 and 50. 
4.2 A 95% confidence interval 
      From Table 2, the  CC and AW of ML method are a 
minimum values when 0.5λ =  for all sample sizes, 
when 2λ =  for n =100 and 500.  The  AW of the  
MCMC method shows the  minimum values  of  the 
same  90% confidence interval when 5λ =  with n = 
100, 300, and  500 , and λ = 10 ,20  with n = 500. The 
AW of  Bayes method appears the minimum values at 
most cases especially when  n =30 and 50. For 

0.5λ =  and 50,100n = , the CC   are the same 
values  for these methods. 

 
4.3 A 99% confidence interval 
      From Table 3, the  CC and AW of ML method are a 
minimum values when 0.5λ =  for all sample sizes, 
when 2λ =  for 100n = .  The  AW of the  MCMC 
method shows the  minimum values  of  the same  90%  
and  95% confidence interval when 5λ =  with 
n =100, 300, and  500 , and λ = 10 ,20  with n = 500.  
The AW of  Bayes method appears the minimum values 
at most cases especially when  n =30 and 50. For 

0.5λ =  and 30, 50n = , the CC values are equal on 
three methods. 
 
 
 
 
 
 
 
 

Table1 : The Confidence Coefficient (CC) and Average  Width (AW) obtained via 90% confidence interval. 

n     λ  

Methods 

ML MCMC Bayes 
CC AW CC AW CC AW 

 
 

30 

0.5 
2 
5 
10 
20 

0.974 
0.912 
0.900 
0.890 
0.904 

0.4201 
0.8454 
1.3415 
1.8983 
2.6842 

0.874 
0.912 
0.900 
0.894 
0.910 

0.4282 
0.8577 
1.3383 
1.9115 
2.6840 

0.874 
0.906 
0.900 
0.890 
0.904 

0.4221 
0.8426 
1.3375 
1.8949 
2.6814 

 
 

50 

0.5 
2 
5 
10 
20 

0.874 
0.912 
0.894 
0.916 
0.898 

0.3265 
0.6568 
1.0412 
1.4722 
2.0793 

0.906 
0.916 
0.894 
0.916 
0.898 

0.3341 
0.6634 
1.0418 
1.4888 
2.0845 

0.906 
0.912 
0.894 
0.916 
0.898 

0.3273 
0.6554 
1.0394 
1.4707 
2.0780 

 
 

100 

0.5 
2 
5 
10 
20 

0.894 
0.888 
0.896 
0.872 
0.896 

0.2317 
0.4661 
0.7353 

- 
1.4706 

0.894 
0.896 
0.900 
0.880 
0.900 

0.2362 
0.4670 
0.7320 
1.0601 
1.4884 

0.890 
0.896 
0.896 
0.872 
0.896 

0.2320 
0.4657 
0.7346 

- 
1.4701 

 
 

300 

0.5 
2 
5 
10 
20 

0.898 
0.914 
0.912 
0.898 
0.932 

0.1346 
0.2684 
0.4250 
0.6004 
0.8494 

0.908 
0.920 
0.904 
0.902 
0.932 

 

0.1371 
0.2684 
0.4280 
0.6058 
0.8496 

0.908 
0.918 
0.908 
0.898 
0.932 

0.1347 
 0.2683 
 0.4249 
 0.6003 
0.8493 

 
 

500 

0.5 
2 
5 
10 
20 

0.886 
0.886 
0.902 
0.894   
0.884 

 

0.1039 
0.2080 
0.3289 
0.4653 
0.6578 

0.890 
0.892 
0.902 
0.898 
0.884 

0.1055 
0.2103 
0.3264 
0.4642 
0.6572 

0.890 
0.886 
0.902 
0.894 
0.884 

0.1039 
0.2079 
0.3288 
0.4652 
0.6578 
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Table 2: The Confidence Coefficient (CC) and Average  Width (AW) obtained via 95% confidence interval. 

n λ  

Methods 

ML MCMC Bayes 
CC AW CC AW CC AW 

 
 

30 

0.5 
2 
5 
10 
20 

0.910 
0.954 
0.956 
0.946 
0.958 

- 
1.0087 
1.6026 
2.2584 
3.1982 

0.952 
0.954 
0.954 
0.946 
0.958 

0.5103 
1.0227 
1.5982 
2.2745 
3.1981 

0.952 
0.950 
0.954 
0.946 
0.958 

0.5037 
1.0053 
1.5978 
2.2543 
3.1949 

 
 

50 

0.5 
2 
5 
10 
20 

0.916 
0.954 
 0.934 
 0.954 
 0.960 

- 
0.7843 
1.2387 
1.7512 
2.4780 

0.916 
0.956 
0.936 
0.958 
0.958 

- 
0.7922 
1.2395 
1.7711 
2.4842 

0.916 
0.954 
0.934 
0.954 
0.960 

- 
0.7826 
1.2366 
1.7493 
2.4765 

 
 

100 

0.5 
2 
5 
10 
20 

0.942 
0.926 
0.954 
0.946 
0.964 

0.2752 
- 

0.8756 
1.2400 
1.7535 

0.942 
0.934 
0.954 
0.950 
0.966 

0.2804 
0.5526 
0.8414 
1.2656 
1.7751 

0.942 
0.934 
0.960 
0.946 
0.964 

0.2756 
0.5505 
0.8749 
1.2393 
1.7530

 
 

300 

0.5 
2 
5 
10 
20 

0.962 
0.970 
0.940 
0.942 
0.942 

0.1600 
0.3201 
0.5059 
0.7153 
1.0120 

0.970 
0.970 
0.938 
0.944 
0.942 

0.1630 
0.3200 
0.5008 
0.7218 
1.0120 

 

0.962 
0.970 
0.940 
0.942 
0.942 

0.1600 
0.3199 
0.5057 
0.7152 
1.0124 

 
 

500 

0.5 
2 
5 
10 
20 

0.942 
0.942 
0.952 
0.958 
0.943 

0.1239 
0.2480 
0.3914 
0.5546 
0.7840 

0.942 
0.942 
0.950 
0.960 
0.946 

0.1240 
0.2508 
0.3885 
0.5533 
0.7833

0.942 
0.942 
0.952 
0.958 
0.946 

0.1258 
0.2480 
0.3913 
0.5545 
0.7840 
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Table 3: The Confidence Coefficient (CC) and Average  Width (AW) obtained via 99% confidence interval. 

n   λ  

Methods 

ML MCMC Bayes 
CC AW CC AW CC AW 

 
 

30 

0.5 
2 
5 

10 
20 

0.978 
0.984 
0.99 
0.986 
0.982 

- 
1.3292 
2.1069 
2.9736 
4.2022 

0.978 
0.988 
0.99 

0.986 
0.984 

- 
1.3489 
2.1020 
2.9940 
4.2021 

0.978 
0.988 
0.99 

0.986 
0.982 

- 
1.3248 
2.1006 
2.9681 
4.1977 

 
 

50 

0.5 
2 
5 

10 
20 

0.968 
0.998 
0.984 
0.992 
0.992 

- 
1.0258 
1.6278 
2.2982 
3.2558 

0.968 
0.998 
0.984 
0.992 
0.994 

- 
1.0358 
1.6284 
2.3238 
3.2642 

0.968 
0.998 
0.984 
0.992 
0.992 

- 
1.0236 
1.6250 
2.2958 
3.2538 

 
 

100 

0.5 
2 
5 

10 
20 

0.99 
0.992 
0.992 
0.996 
0.988 

0.3652 
0.7270 
1.1505 
1.6286 
2.3037 

0.994 
0.992 
0.992 
0.996 
0.988 

0.3720 
0.7289 
1.1451 
0.6621 
2.3321 

0.99 
0.992 
0.992 
0.996 
0.988 

0.3656 
0.7271 
1.1495 
1.6277 
2.3320

 
 

300 

0.5 
2 
5 

10 
20 

0.994 
0.990 
0.994 
0.992 
0.988 

0.2100 
0.4209 
0.6652 
0.9398 
1.3296 

0.996 
0.996 
0.994 
0.992 
0.988 

0.2140 
0.4208 
0.6586 
0.9484 
1.3299 

0.992 
0.994 
0.994 
0.992 
0.988 

0.2101 
0.4208 
0.6650 
0.9397 
1.3294 

 
 

500 

0.5 
2 
5 

10 
20 

0.990 
0.984 
0.996 
0.996 
0.988 

0.1631 
0.3263 
0.5150 
0.7281 
1.0307 

0.990 
0.986 
0.996 
0.996 
0.988 

0.1655 
0.3300 
0.5111 
0.7260 
1.0298 

0.988 
0.984 
0.996 
0.996 
0.988 

0.1631 
0.3262 
0.5150 
0.7280 
1.0307 

 
 

5.  Conclusions 

In  this research, we generated data from a Poisson 
distribution and estimated the confidence interval which 
is obtained confidence coefficient and average width to 
perform ML, MCMC, and Bayes Methods. The MCMC 
method is proposed to estimate population parameter of 
prior distribution function that can be used for 
estimating Bayes estimator. The posterior distribution 
function is related with the MCMC method  to evaluate 
MCMC estimator. Through a simulation study, the  ML 
method is a good performance  when true parameter is 
small values (λ = 0.5) for all sample sizes. For the 
large sample sizes (n=100,300,500), MCMC method   
outperforms ML and Bayes when true parameter is  5. 
Moreover,  the Bayes method is a good performance in 
most cases.  However, the confidence coefficient and 
average width are equal in some case, so we would 
recommend  user to use MCMC method because the 
Bayes method depends on the MCMC method. 
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Abstract

A Poisson distribution and a negative binomial distribution are the most important topics in model for overdis-
persed count data. The objective of this paper is to provide a new negative binomial mixed distribution for count
data. We propose a negative binomial-Erlang (NB-EL) distribution which is obtained by mixing the negative bino-
mial distribution with an Erlang distribution. This distribution can be used to describe count data distribution with
a large number of zeros. This distribution contains the negative binomial distribution-exponential distribution as a
special case. In addition, we present some properties of the new distribution such as the factorial moments, mean,
variance, skewness and kurtosis. The simulation study for comparison of parameter estimation is also implemented
using the maximum likelihood method. A simulation study of the negative binomial-Erlang distribution is illustrated
that this distribution could give the smaller value of the root-mean-square-error (RMSE) when the sample size are
large.

Keywords: mixed distribution, count data, negative-binomial distribution, negative binomial-Erlang distribution,
overdispersed.
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1 Introduction

The paper is introduced a new negative binomial
mixed distribution and more flexible alternative to the
Poisson distribution. A negative binomial-Erlang (NB-
EL) distribution which is a mixed negative Binomial
(NB) distribution obtained by mixing the distribution
of NB(r, p) where, p = exp(−λ) with distribution of a
Erlang distribution (k, c). This distribution can be used
to describe count data distribution with the overdisper-
sion.

The Poisson distribution provides a standard frame-
work for the analysis of count data. In practice, in re-
cent years there have been considerable study models
for counts data that allow for overdispersion. The NB
distribution is employed as a function from that which
relaxes the overdispersion restriction of the Poisson
distribution.

The NB distribution can be obtained as a mixture of
Poisson andGamma distributions [1--3] and this distri-
bution has been traditionally used in many fields, such
as medicine, public health, epidemiology, psychology,
and agriculture, among others. The NB distribution
has become increasingly popular as a more flexible al-
ternative to Poisson distribution. In some cases, it is
proven that mixed distributions, in particular, mixed
NB model provided a better fit to count data compared

to other distributions. For examples, of mixed NB dis-
tributions are the NB-Pareto [4,5], the NB-Beta Expo-
nential [6], the NB-Generalized Exponential [7] and
the NB-Crack distribution [8].

The NB-exponential distribution, which has two-
parameter [9], is a special case of the NB-EL distribu-
tion. Moreover, the aim of this work is to describe our
proposed NB-EL distribution and show that it includes
many well-known distributions which are the closed
form and the factorial moment, e.g., mean, variance,
skewness, and kurtosis. The simulation study is ap-
plied in order to compare, for some situations, numer-
ical results under estimating parameters of the NB-EL
distribution by maximum likelihood (MLE) method.

2 Research Methodology

In this research, we have derived estimated param-
eters of NB-EL distribution by MLE method and sim-
ulation study is applied in order to compare, for some
situations, numerical results under estimating parame-
ters of the NB-EL distribution by MLEmethod, R Pro-
gram is used for simulation study.
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3 Research Results and Discussion

3.1 The Proposed distribution

In this section, the closed form and the factorial mo-
ment of the NB-EL distribution are given. A clas-
sical NB distribution is denoted with probability mass
function (pmf)

f(x; r, p) =

(
r + x− 1

x

)
pr(1− p)x; x = 0, 1, 2, . . . .

(1)
where, r > 0 and 0 < p < 1. Note that p is a prob-

ability of success, the experiment is repeated as many
times as required to obtain r successes.

The moments about zero and the factorial moment
of the order of the NB distribution are given respec-
tively by Gomez [10]

E(X) =
r(1− p)

p
,

E(X2) =
r(1− p)[1 + r(1− p)]

p2
and

µ[m](X) = E(X(X − 1) . . . (X −m+ 1))

=
Γ(r +m)]

Γ(r)
− (1− p)m

pm
,m = 1, 2, . . . .(2)

The Erlang distribution function which is specified
by the probability density function (pdf)

g(x) =
ckxk−1e−cx

(k − 1)!
, x > 0, k, c > 0, (3)

was introduced by Erlang [11]. The moment gen-
erating function of the Erlang distribution is given by

MX(t) =

(
1− t

c

)−k

for t > 0. (4)

Definition 1: Let X be a random variable of the
NB-EL (r, k, c) distribution. The NB distribution has
parameters r > 0 and p = exp(−λ), where λ is dis-
tributed as the Erlang distribution with positive param-
eters k and c, i.e.,

X|λ ∼ NB(r, p = exp(−λ)) and λ ∼ EL(k, c).

theorem 1: Let X ∼ NB-EL(r, k, c). The pmf of
X is given by

f(x; r, k, c) =

(
r + x− 1

x

) x∑
j=0

(
x

j

)
(−1)j

×
(

c

c+ (r + j)

)k

, (5)

for x > 0 and k, c > 0.

Proof. If X|λ ∼ NB(r, p = exp(−λ)) in Eq.(1)
and λ ∼ Erlang(k, c) in Eq.(3), then the pmf of X can
be obtained by

h(x) =

∫ ∞

0

f(x|λ)g(λ; k, c)dλ (6)

where, f(x|λ) is defined by

f(x|λ) =

(
r + x− 1

x

)
e−λr(1− e−λ)x,

=

(
r + x− 1

x

) x∑
j=0

(
x

j

)
(−1)je−λ(r+j).(7)

By substituting Eq.(7) into Eq.(6), we obtain

h(x) =

(
r + x− 1

x

) x∑
j=0

(
x

j

)
(−1)j

×
(∫ ∞

0

e−λ(r+j)f2(λ; k, c)dλ
)
,

=

(
r + x− 1

x

) x∑
j=0

(
x

j

)
(−1)j

× (Mλ(−(r + j))) . (8)

Substituting the moment generating function of Er-
lang distribution in Eq.(4) into Eq.(8), the pmf of NB-
EL (r, k, c) is finally given as

f(x; r, k, c) =

(
r + x− 1

x

) x∑
j=0

(
x

j

)
(−1)j

(
c

c+ (r + j)

)k

.

Theorem 2: IfX ∼NB-EL(r, k, c), then the facto-
rial moment of orderm of X is given by

µ[m](X) =
Γ(r +m)

Γ(r)

m∑
j=0

(
m

j

)
(−1)j

(
c

c− (m− j)

)k

,

for x = 0, 1, 2, . . . and r, k, c > 0.

Proof. The factorial moment of orderm of the NB
distribution can be expressed in the terms of elemen-
tary function Eq.(2) by

µ[m](X) = Eλ

(
Γ(r +m)

Γ(r)

(1− e−λ)m

e−λm

)
,

=
Γ(r +m)

Γ(r)
Eλ(e

λ − 1)m.

A binomial expansion of (eλ − 1)m shows that
µ[m](X) can be written as

µ[m](X) =
Γ(r +m)

Γ(r)

m∑
j=0

(
m

j

)
(−1)jEλ(e

λ(m−j)),

=
Γ(r +m)

Γ(r)

m∑
j=0

(
m

j

)
(−1)jMλ(m− j).
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From the moment generating function of the Erlang
random variable in Eq. (4) with t = m − j, we have
finally that µ[m](X) can be written as

µ[m](X) =
Γ(r +m)

Γ(r)

m∑
j=0

(
m

j

)
(−1)j

(
c

c− (m− j)

)k

.

From the factorial moments of the NB-EL distribu-
tion, it is straightforward to derive the first four mo-
ments by

E(X) = r (φ1 − 1) , (9)

E(X2) = (r2 + r)φ2 − (2r2 + r)φ1 + r2, (10)

E(X3) = (r3 + 3r2 + 2r)φ3

−(3r3 + 6r2 + 3r)φ2

+(3r3 + 3r2 + r)φ1 − r3, (11)

E(X4) = (r4 + 6r3 + 11r2 + 6r)φ4

−(4r4 + 18r3 + 26r2 + 12r)φ3

+(6r4 + 18r3 + 19r2 + 7r)φ2

−(4r4 + 6r3 + 4r2 + r)φ1 + r4,(12)

V ar(X) = E(X2)− (E(X))
2

= (r2 + r)φ2 − rφ1 (1 + rφ1) , (13)

Skewness(X) =
[
E(X3)− 3E(X2)E(X)

+2[E(X)]3/
]
σ3

=
[
(r3 + 3r2 + 2r)φ3 − (3r2 + 3r)φ2

+rφ1 + 3r2 (φ2)
2 − (3r3 + 3r2)φ1φ2

+2r3 (φ2)
3
]
/σ3, (14)

Kurtosis(X) =
[
E(X4)− 4E(X3)E(X)

+6E(X2) (E(X))
2 −3[E(X)]4/

]
σ4

=
[
(r4 + 6r3 + 11r2 + 6r)φ4

−(6r3 + 18r2 + 12r)φ3 − 3r4 (φ1)
4

+(7r2 + 7r)φ2 − 4rφ1 − 6r3 (φ1)
3

+(12r3 + 12r2)φ1φ2

−(4r4 + 12r3 + 8r2)φ1φ3

+(6r4 + 6r3) (φ1)
2
φ2

]
/σ4, (15)

where

φi =

(
c− i

c

)−k

.

Corollary 1: If k = 1 then the NB-EL distribution

reduces to the NB-exponential distribution with pmf
given by

f(x1) =

(
r + x1 − 1

x1

) x1∑
j=0

(
x1

j

)
(−1)j

×
(

c

c+ (r + j)

)
, (16)

for x1 = 0, 1, 2, . . . for r and c > 0.

Proof. If X|λ ∼ NB(r, p = (exp−λ)) in Eq. (1) and
λ ∼ Erlang(k = 1), then the pmf of X is

f(x1; r, c) =

(
r + x1 − 1

x1

) x1∑
j=0

(
x1

j

)
(−1)j

×
(

c

c+ (r + j)

)
.

Throughout this research, we will use the nota-
tion the NB-EL (r, k, c) as a reference for the negative
binomial-Erlang distribution. Figs 1-3 show that the
pmf of the NB-EL (r, k, c)has the highest mass at zero
for several values of r, k and c.
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Figure 1: Plot of pmf for NB-EL (r = 2, k = 5, c = 10)
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Figure 2: Plot of pmf for NB-EL (r = 4, k = 5, c = 10)
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Figure 3: Plot of pmf for NB-EL (r = 8, k = 5, c = 10)

3.2 Random variate generation of the NB-EL dis-
tribution

To generate a random variable X from the NB-EL
(r, k, c), one can use the following algorithm:
1) Generate U from the uniform distribution, U(0, 1).
2) Set λ = − 1

β log(1−U1/α) from the Erlang distribu-
tion
3) GenerateX from theNB(r, p = exp(−λ)) distribu-
tion.

3.3 Parameters estimation

In this section, the estimation of parameters for the
NB-EL (r, k, c) distribution via the MLE method is
provided.

The likelihood function of the NB-EL distribution
is

L(r, k, c) =
n∏

i=1

(
r + xi − 1

xi

) xi∑
j=0

×
(
xi

j

)
(−1)j

(
c

c+ (r + j)

)k

.(17)

The log likelihood function of the NB-EL is given by

L = logL(r, k, c) =
n∑

i=1

log

(
r + xi − 1

xi

)

+
n∑

i=1

log

xi∑
j=0

(
xi

j

)
(−1)j

(
c

c+ (r + j)

)k
 . (18)

The first order conditions for finding the optimal
values of the parameters obtained by differentiating
Eq.(18) with respect to r, k and c give rise to the fol-
lowing differential equations

∂L
∂r

=
n∑

i=1

xi−1∑
k=0

log(r + k)

+
n∑

i=1


−k
∑xi

j=0

(
xi

j

)
(−1)j ck

(c+(r+j))k+1∑xi

j=0

(
xi

j

)
(−1)j

[
c

c+(r+j)

]k
 ,(19)

∂L
∂k

=

n∑
i=1


∑xi

j=0

(
xi

j

)
(−1)j

[
c

c+(r+j)

]k
log
[

c
c+(r+j)

]
∑xi

j=0

(
xi

j

)
(−1)j

[
c

c+(r+j)

]k
 ,

(20)

and

∂L
∂c

=
n∑

i=1


∑xi

j=0

(
xi

j

)
(−1)j

[
kck−1(r+j)
(c+r+j)k+1

]
∑xi

j=0

(
xi

j

)
(−1)j

[
c

c+(r+j)

]k
 .(21)

The Eqs.(19)-(21) can be obtained by solving the
resulting equations simultaneously using a numerical
procedure such as the Newton-Raphson method.

3.4 Generating simulated the NB-EL data sets

We present three types of simulated data sets were
examined. Our objective here is to compare the true
values of the parameters of the NB-EL distribution and
their estimates usingMLEmethod. The true parameter
values are k = 5, c = 10, r = 2, 4, 8. All cases of
simulation study were then generated from the NB-EL
distribution with sample of sizes=20, 50, 100, 200 and
500 respectively. We used R program to generate each
sample size and repeated this for 500 trials. The bias
is defined as usual as the difference between the esti-
mated and true parameter values. Parameters, expected
value, variance, root-mean-square-error (RMSE) are
shown in Tables 1-3.
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Table 1: Simulation study of NB-EL distribution (True pa-
rameters : r = 2, k = 5, c = 10)

Sample Size Parameter Estimate Var RMSE
r 13.542 2.906 2.299

20 c 14.517 83.156 10.176
k 5.193 29.243 5.411
r 3.145 2.551 1.965

50 c 12.867 69.565 8.819
k 5.052 23.851 4.884
r 2.970 2.245 1.785

100 c 12.121 44.622 7.009
k 5.031 15.684 3.960
r 2.816 2.238 1.704

200 c 11.552 32.456 5.905
k 5.008 13.141 3.625
r 2.439 0.535 0.853

500 c 10.502 10.095 3.217
k 5.007 7.178 2.679

Table 2: Simulation study of NB-EL distribution (True pa-
rameters : r = 4, k = 5, c = 10)

Sample Size Parameter Estimate Var RMSE
r 8.361 90.244 10.453

20 c 15.982 115.631 12.305
k 6.074 31.616 5.724
r 7.804 77.874 9.609

50 c 15.618 88.531 10.959
k 6.060 23.467 4.959
r 6.947 45.762 7.379

100 c 14.268 61.751 8.942
k 6.022 23.432 4.947
r 6.328 35.559 6.4024

200 c 13.267 32.505 6.571
k 5.996 15.688 4.084
r 5.007 5.776 2.606

500 c 11.686 8.879 3.424
k 5.903 11.094 3.451

Table 3: Simulation study of NB-EL distribution (True pa-
rameters : r = 8, k = 5, c = 10)

Sample Size Parameter Estimate Var RMSE
r 14.204 79.225 10.850

20 c 15.623 89.365 10.999
k 5.336 8.944 3.009
r 11.545 51.754 8.020

50 c 13.768 53.037 8.199
k 5.322 3.705 1.951
r 9.635 5.040 2.777

100 c 12.263 10.897 4.002
k 5.314 2.590 1.640
r 9.097 2.617 1.954

200 c 11.704 7.467 3.220
k 5.230 1.171 1.106
r 8.694 0.505 0.993

500 c 11.364 0.970 1.682
k 5.192 0.413 0.671

3.5 Discussion
We present a simulation study illustrating some of

the theory covered. Our objective here is to compare
the true values of the parameters of the NB-BE dis-
tribution and their estimates using MLE method. All
cases of simulation studywere then generated from this
NB-EL distribution with sample of sizes n = 20, 50,
100, 200 and 500 respectively. We used R program to
generate each sample of a fixed size and repeated this
for 500 trials. A simulation study of the NB-EL distri-
bution is illustrated that this distribution could give the
smaller value of the RMSE when the sample size are
large.

4 Conclusion

As mentioned earlier, we introduce a new three
parameter negative binomial-Erlang distribution, NB-
EL(r, k, c). This distribution obtained by mixing the
NB with the Erlang distribution (when the NB distri-
bution have parameters r > 0 and p = exp(−λ),
where λ is distributed as the Erlang distribution with
positive parameters k and c). In addition, the moments
of the NB-EL distribution which include the factorial
moments, mean, variance, skewness and kurtosis are
derived. Moreover, the parameter estimation of the
NB-EL using MLE are developed. We hope that NB-
EL distribution may attract wider applications in count
data analysis.
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Abstract 

The objectives of this research are to formulate a fuzzy linear regression model using  LR-fuzzy number and  
estimate the model parameters. A distance between two LR-fuzzy numbers is defined as an error of fuzzy model. 
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method is shown. 
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1. Introduction 
    The concept of fuzzy regression has been first 

presented by Tanaka, Uejima and Asai[14]. They 
developed the fuzzy linear regression model (FLRM) 
with the fuzzy linear function as: 
     0 1 1y A A x A xi i k ik= + + +� � �� "   for 1, ,i n= … ,            (1) 

where yi� is the ith fuzzy output, jA� is the jth fuzzy 

parameters which are corresponding to xij except 0A� is a 

fuzzy intercept and xij is the jth input variable for the 
ith sample (observation).  However, the model has some 
drawbacks. For example, when using more observations 
to establish the model leads to the fuzzier estimation of 
parameters, thus making the spread of the estimated 
fuzzy output wider as stated by [15-18]. In addition, 
Redden and Woodall[12] pointed out the Tanaka’s 
method sensitive to outliers.  

   To prevent the above problems, Diamond[4] and 
Kao and Chyu[5-6] adopted numeric parameters  to 
describe the fuzzy relationship between fuzzy output 
variable and fuzzy input variables. Diamond[4] also 
defined a new distance metric to measure error of two 
fuzzy numbers. Kao and Chyu[6] also proposed the 
two-stages method to formulate the FLRM. In the first 
stage, fuzzy output data or fuzzy input data or both, are 
defuzzified into crisp data. Then they used the least 
squares method to estimate the model parameters. In the 
second stage, they calculated the estimated error in the 
model which is based on the criterion of Kim and 
Bishu[7]. This criterion minimizes the difference of the 
membership values between the observed and estimated 
fuzzy output data. 

   In the other approaches, Buckley [1] proposed a 
new method to estimate fuzzy parameters by using a set 
of confidence intervals, associated with the α  level of 
fuzzy numbers. The set of confidence intervals can   
estimate the triangular fuzzy number. He also employed 
fuzzy prediction and fuzzy hypothesis testing. Kim, 
Kim and Choi [8] proposed the fuzzy least absolute 
deviation method and constructed the FLRM with fuzzy 
input. They also provided some numerical examples and 
evaluated the effectiveness of proposed method 
compared with the fuzzy least squares method. Chen 
and Hsueh[2] proposed a mathematical programming to 
build FLRM which is based on the concept of distance. 
They defined the total error in the model as a sum of the 
distance between the observed and estimated fuzzy 
output data. Chen and Hsueh[3] also proposed the new 
fuzzy linear regression model which is added the 
adjustment term in the model. They adapted the least 
squares method to estimate the model parameters. 

Recently, Rattanalertnusorn, Thongteeraparp and 
Bodhisuwan[11] presented the extension of Chen and 
Hsueh method. They extended fuzzy components in 
FLRM from triangular fuzzy numbers to trapezoidal 
fuzzy numbers. They also derived the proposed method. 
Unfortunately, the computational method of the 
proposed method is not convenient for the beginners. It 
is quite complex and not suitable for practice. 
Therefore, this paper has adjusted some steps out and 
added some steps that should to do with the fuzzy 
model. For example, we added an index of goodness of 
fit for  FLRM. We also interpreted the estimated fuzzy 
output or fuzzy prediction. However, we cut off the 
adjustment term in FLRM because it is quite complex 
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for computation.  Thus, we proposed the simple method 
to build the FLRM and estimate the parameters.  
 
      2. Research Methodology 
In this section, the research method can be divided into 
three parts according to the following: 
 

    2.1 Preliminaries 
               Zadeh[21] stated that let X  be a universal set, 
then a fuzzy set A�  of X is defined by its membership 
function : [0, 1]X

A
μ →� .  In general, the universal set 

X is assumed to be the set of real number; i.e., X ∈ℜ . 
Definition 1. The fuzzy set A� of ℜ is called a fuzzy 
number  if  the following conditions are satisfied: 
1) A� is a normal and convex fuzzy set. 
2)  Its membership function Aμ �  is upper semi-

continuous. 
3) The α level of A� is closed set for [0,1]α ∈ . 

Let A� be a fuzzy set  of ℜ . A� is called a normal fuzzy 
set if there exists some x A∈ �  such that 1

A
μ =� .  A� is 

called a convex fuzzy set if  
( (1 ) ) min{ ( ), ( )}x y x yA A Aμ λ λ μ μ+ − ≥� � � for [0,1]λ ∈ .    

The membership function 
A

μ � is said to be upper semi-

continuous if  the α level of A� , denoted by 
{ : ( ) }A x x

Aα μ α= ≥� is a closed set for [0,1]α ∈ .  

Definition 2. The fuzzy set A� of ℜ is called nonnegative 
fuzzy number if its membership function ( ) 0x

A
μ =�  for 

all 0x <  [20]. 
Definition 3. The fuzzy number A�  is called LR –fuzzy 
number if it has the membership function as follows: 

( ) , [ , )
1, [ , ]

( )
( ) , ( , ]

0,

L x if x a b
if x b c

xA R x if x c d
otherwise

μ

∈
∈

=
∈

⎧
⎪
⎨
⎪⎩

�   

for all x∈ℜ  and a b c d< < < , 
where , : [0,1] [0,1]L R →  are two shape functions such 
that [0] [0] 0R L= =  and [1] [1] 1R L= = . The support 

and the core of LR-fuzzy number A� are closed intervals; 
i.e., [ , ]a d  and [ , ]b c , respectively. 

 If [ ]
x b

L x
b a

−
=

−
 , [ ]

d x
R x

d c

−
=

−
 and b c= , then LR- 

fuzzy number A�  is called triangular fuzzy number 
(TFN).  In general, TFN A�  can be denoted  by 

( , , )TA a b d=� with the membership function as: 

, [ , )

( ) , [ , ]

0,

x b
if x a b

b a
d x

x if x b dA d b
otherwise

μ

−
∈

−
−

= ∈
−

⎧
⎪
⎪⎪
⎨
⎪
⎪
⎪⎩

�      . 

Definition 4. Let A�  and B� be triangular fuzzy numbers, 
denoted by 1 1 1( , , )TA a b d=� and 2 2 2( , , )TB a b d=� . 
Then the following  fuzzy operations are satisfied: 
1)  Addition  

1 2 1 2 1 2( , , )TA B a a b b d d⊕ = + + +� � . 
2)  Multiplication by k, k is a real number 

1 1 1( , , )Tk A ka kb kd⊗ =�  if 0k >  or   

1 1 1( , , )Tk A kd kb ka⊗ =�  if 0k <  or 

(0, 0, 0)Tk A⊗ =�  if 0k = .  

Noted that: (0, 0, 0)T is crisp number 0. 

Definition 5. Let A� be TFN, denoted by ( , , )TA a b d=� . 

If a=b=d, then TFN A� is called crisp number A=a . 
 
     2.2 Fuzzy linear regression models  
           In this paper, the fuzzy linear regression model 
can be defined as: 
      0 1 1y x xi i k ikβ β β= + + +� � �"   for 1, ,i n= … ,           (2) 

where yi�  is  fuzzy output data for the ith sample,   

}{ , ...,1x xi ik� �  is a set of k-fuzzy input data for the ith 

sample and 0 1{ , , ..., }kβ β β is a set of k-regression 

coefficients except 0β is an intercept.   
 
     2.3 The proposed method  to formulate the FLRM 
           In this part, the method to formulate the FLRM 
in Eq.(2) can be presented according to the following 
steps: 
 
First step,  we defined LR-fuzzy numbers in the fuzzy 
model.   
Let 

i
y� and xij� are TFNs, which are denoted by 

( , , )
i il im ir T

y y y y=�  and ( , , )x
ij ijl ijm ijr T

x x x=� , 

1, ,j k= … . 
Also the membership function defined as: 

,

,

0,

( )
iy

y yim y y yil im
y yim il
y yir y y yim ir

y yir im

otherwise

yμ

−
≤ <

−

−
≤ ≤

−
=

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪⎩

�  

and 
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,

,

0,

( )
ijx

x xijm
x x xijl ijm

x xijm ijl

x xijr
x x xijm ijr

x xijr ijm

otherwise

xμ

−
≤ <

−

−
≤ ≤

−
=

⎧
⎪
⎪
⎪⎪
⎨
⎪
⎪
⎪
⎪⎩

�   . 

 
Second step, we transformed fuzzy components into 
crisp number by using the centroid formulae [19] as the 
following: 

   
3

y y yil im ir
ic

y
+ +

=   and  
3

x x xijl ijm ijr
x
ijc

+ +
=   if  fuzzy 

components are TFNs. That is, we obtained the 
conventional linear regression model as 
      0 1 1 i

y x xic i c k ikc εβ β β += + + +" ,                          (3) 

where iε  is a random error, which is assumed to be 
independently and identically distributed (i.i.d.) and has 

mean ( ) 0E iε = and variance 2
( )V iε σ= .  It is well-

known the least squares estimators  are 

                 ( ) 1
ˆ TT −
=β X X X y ,                                       (4) 

where  

1 11 1
1 21 2

1 1 n p

x xc kc
x xc kc

x xn c nkc ×

=

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

X

"
"

# # " #
"

 , 

1

2

1

c

c

nc n

y

y

y
×

=

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

y
#

 ,               

T
X is  a transpose matrix X  and 1p k= + . 
 
Third  step, we investigated the regression coefficient 
what each 

j
β means in the regression model using  

hypothesis testing method. Then the t-test  can be used 
to test the following hypothesis:  
H : 00 jβ =  versus 1H : 0jβ ≠ , for 0,1, ..., .j k=  

 t- test statistic: 

 
)

ˆ

ˆ(s
j

s j
t

β

β
=  , df n p= −   

and the acceptance region is 1 2, 1 2,n p s n pt t tα α− − − −
− ≤ ≤ .      

If the value of st  falls  in the acceptance region, then 

we conclude H0 , otherwise we conclude 1H at the 
level of significance α .  Further details see in [9]. 
 
Fourth step, we formulated  FLRM in Eq.(2) by using 
fuzzy output data and fuzzy input data are TFNs. Thus, 
the Eq.(2) can be rewritten by 
     ( , , ) ( , , )0 1 1 11T T

y y y x x xim ir i m i ril i lβ β= +  

                          ( , , )
T

x x xk ikl ikm ikrβ+ +"            
or 

      ( )
0 0 01 1 1

, ,
k k k

yi
j j j

x x xj ijl j ijm j ijrβ β ββ β β∑ ∑ ∑= + + +
= = =

� . 

That is, the FLRM is built completely. The details of the 
estimation parameter method are in the next section.  
 
      3. The estimation parameter method 
In this paper, we present the estimated parameters in 
FLRM which is based on the least squares method as 
the following:   
Let an error for the ith sample, defined by using 
Diamond's distance of two TFNs[4] as: 
      2 2 2ˆ ˆ ˆ ˆ( , ) ( ) ( ) ( )d y y y y y y y yi i im im ir iril il= − + − + −� �  
Thus, total error for n samples is given by 

     ( )2 2 2ˆ ˆ ˆ ˆ ˆ( ) ( , ) ( ) ( ) ( )
1 1

n n
SS d y y y y y y y yi i il il im im ir ir

i i
∑ ∑= = + +− − −
= =

β � �  

In this paper, the total error can be defined as sum 
squares error in the fuzzy model. According to the least 
squares method, the estimator can be obtained by 
minimizing sum squares error, i.e., ˆminimized ( )SS β .   
In general, ˆ( )SS β can be rewritten in the quadratic form 
as follows: 

ˆ ˆ ˆ ˆ ˆ( )
l l l l

SS m m m m= +
T T

β [y - y ] [y - y ] [y - y ] [y - y ]  

          ˆ ˆr r r r+
T

[y - y ] [y - y ] ,                                           (5) 
 where  

1

2
,

1

l

l

nl

l

n

y

y

y
×

=

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

y
#

1

2
,

1

m

m

nm

m

n

y

y

y
×

=

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

y
#

1

2
,

1

r

r

nr

r

n

y

y

y
×

=

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

y
#

1 11 1
1 21 2

1 1

,
l

x xl kl
x xl kl

x xn l nkl n p

=

×

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

X

"
"

# # " #
"

1 11 1
1 21 2

1 1

,

x xm km
x xm km

m
x xn m nkm n p

=

×

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

X

"
"

# # " #
"

,

1 11 1
1 21 2

1 1

x xr kr
x xr kr

r

x xn r nkr n p

=

×

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

X

"
"

# # " #
"

ˆ
0

ˆ
1ˆ

ˆ
1k p

β
β

β

=

×

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

β
#

and 

1p k= + . Since ˆˆ
l l=y X β , ˆˆ

m m=y X β  and ˆˆ
r r=y X β , 

the Eq.(5) can be rewritten as 

      ˆ ˆ ˆ ˆ ˆ( )SS l l l l m m m m= +
T T

β [y - X β] [y - X β] [y - X β] [y - X β]

             ˆ ˆ
r r r r+

T
[y - X β] [y - X β]   . 

By applying the partial derivative with respect to β̂ , we 
obtained the fuzzy estimators vector, 

1ˆ [ ] [ ]
T T T T T T

F m m m m m m r rl l l l
−

= + + + +β X X X X X X X y X y X y

or 
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0

1

ˆ

ˆ
ˆ

ˆ
1

F

F

F

F
k p

β

β

β

=

×

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

β
#

               (6) 

where, ˆ
F

β is called a vector of fuzzy least squares 
estimator with dimension 1p × .  Further details see in 
[10].  
  
      4. Goodness of fit in fuzzy model 
For the evaluation of the fuzzy model, an index of 
goodness of fit will be presented by: 
The coefficient of determination ( 2R ) is denoted as 

( )

( )

2 2 2

2 2 2

1

1

2

ˆ ˆ ˆ( ) ( ) ( )
1

( ) ( ) ( )

il il im im ir ir

il l im m ir r

n

i
n

i

y y y y y y
R

y y y y y y

=

=

+ +
= −

+ +

− − −

− − −

∑

∑
 

where  1
il

n

i
l

y

n
y ==

∑
, 1

im

n

i
m

y

n
y ==

∑
 and 1

ir

r

n

iy

y

n
==
∑

 . 

Generally, 2
0 1R≤ ≤ , and if 2

R is a high value, the 
model is the best fit.  
 
      5. Fuzzy prediction and interpretation 
By substituting ˆ

Fβ to Eq.(2), the estimated fuzzy output 
can be expressed as 

ˆ ˆ ˆ ˆ ˆ ˆ ˆ( , , )0 0 01 1 1

k k k
y x x xFj ijl Fj ijm Fj ijri F F Fj j j

β β β β β β∑ ∑ ∑= + + +
= = =

�

 where 1, ,i n= … , ŷi� is the estimated fuzzy output for 

the ith sample, it can be denoted by ( , , )ˆ ˆ ˆ ˆ
T

y y y yi im iril=�  
and its membership function defined as 

            ˆ

ˆ ˆ ˆ ˆ ˆ,
ˆ ˆ
ˆ ˆ ˆ ˆ ˆ,

ˆ ˆ
0,

ˆ( )
iy

y yim y y yil imy yim il
y yir y y yim iry yir im

otherwise

yμ

−⎧ ≤ <⎪ −⎪
⎪ −

≤ ≤⎨
−⎪

⎪
⎪
⎩

=� . 

Since ŷi� is fuzzy number (TFN), the estimated fuzzy 
output (or fuzzy prediction) can be interpreted as the 
following approaches: 
Approach 1: ŷi�  means approximately ŷim .  

Approach 2: ŷi� means a closed interval [ ŷil , ŷir ]. 
 
      6. Numerical example  
In this section, a numerical example is presented to 
demonstrate the proposed method. 
 
 
 

Example 
The fuzzy data come from Example 5.1 in the Wu’s 
paper[20].  Suppose that we have the following 
triangular fuzzy data as shown in Table 1.  
 

Table 1: Fuzzy input and fuzzy output. 

i                     yi�                                        1xi�                                             2xi�  
1 (111, 162, 194)   (151, 274, 322)  (1432, 2450, 3461) 
2 (88, 120, 161)     (101, 180, 291)  (2448, 3254, 4463) 
3 (161, 223, 288)   (221, 375, 539)  (2592, 3802, 5116) 
4 (83, 131, 194)     (128, 205, 313)  (1414, 2838, 3252) 
5 (51, 67, 83)         (62, 86, 112)      (1024, 2347, 3766) 
6 (124, 169, 213)   (132, 265, 362)  (2163, 3782, 5091) 
7 (62, 81, 102)       (66, 98, 152)      (1687,3008, 4325) 
8 (138, 192, 241)   (151, 330, 463)  (1524, 2450, 3864) 
9 (82, 116, 159)     (115, 195, 291)  (1216, 2137, 3161) 
10 (41, 55, 71)       (35, 53, 71)        (1432, 2560, 3782) 
11 (168, 252, 367) (307, 430, 584)  (2592, 4020, 5562) 
12 (178, 232, 346) (284, 372, 498)  (2792, 4427, 6163) 
13 (111, 144, 198) (121, 236, 370)  (1734, 2660, 4094) 
14 (78, 103, 148)   (103, 157, 211)  (1426,2088, 3312) 
15 (167, 212, 267) (216, 370, 516)  (1785, 2605, 4042) 
yi� and xij� are TFNs ,and defined by ( , , )

i il im ir T
y y y y=�  

and ( , , )x
ij ijl ijm ijr T

x x x=� , respectively.   

 
The proposed method  can be summarized as 

follows: 
 

Step 1: Fuzzy input and fuzzy output data are 
defuzzified to crisp data as 

   
3

y y yil im ir
icy + +
=   and  

3
x x xijl ijm ijrxijc

+ +
=  . 

The results are shown in Table 2. 
 
Step 2: In the classical regression model,  the para-
meters can be obtained by the least squares method.  
Then the least squares estimators are 
      

0
0. 03ˆ 34β = , 0.1 22ˆ 51β =   and 

2
0. 98ˆ 00β =   . 

 
Step 3: Testing hypothesis 1H : 0

j
β ≠  for j=0,1,2 by 

using  lm package in R. The following results are  
 
> ols.obj<- lm(y.c ~ x1.c + x2.c) 
> summary(ols.obj) 
 
Call: 
lm(formula = y.c ~ x1.c + x2.c) 
Residuals: 
    Min      1Q  Median      3Q     Max  
-8.3078 -2.8103 -0.7879  2.9215 10.7821  
 
Coefficients: 
            Estimate Std. Error t value Pr(>|t|)     
(Intercept) 0.340349   6.588405   0.052  0.95965     
x1.c        0.512216   0.016740  30.598 9.32e-13 *** 
x2.c        0.009829   0.002741   3.586  0.00374 **  
--- 
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 5.598 on 12 degrees of freedom 
Multiple R-squared:  0.9936,   Adjusted R-squared:  0.9925  
F-statistic: 927.4 on 2 and 12 DF,  p-value: 7.053e-14 
 

As the results, we concluded 
0

0β = . That is, 
0

β is not 
in the model. 
 



Rattanalertnusorn A. et al. / ICAS2015, July 15-17, 2015, Pattaya, Thailand 

International Conference on Applied Statistics 2015  53 

 
Table 2: Defuzzified fuzzy input and fuzzy output data. 

 i         y.c           x1.c          x2.c 
1   155.67    249.00     2447.67 
2   123.00    190.67     3388.33 
3   224.00    378.33     3836.67 
4   136.00    215.33     2501.33 
5      67.00        86.67     2379.00 
6   168.67    253.00     3678.67 
7      81.67    105.33     3006.67 
8   190.33    314.67     2612.67 
9   119.00    200.33     2171.33 
10   55.67              53.00     2591.33 
11  262.33    440.33     4058.00 
12  252.00    384.67     4460.67 
13  151.00    242.33     2829.33 
14  109.67    157.00     2275.33 
15  215.33    367.33     2810.67 
 
Step 4: The FLRM can be formulated as 
   ( , , ) ( , , )0 1 1 11T T

y y y x x xim ir i m i ril i lβ β= +  

                        2 ( , , )2 22 T
x x xi m i ri lβ+            . 

 
Step 5: The estimation parameter method. 
According to Section 3, the fuzzy least squares 
estimator vector is  

    1ˆ [ ] [ ]
T T T T T T

F m m m m m m r rl l l l
−

= + + + +β X X X X X X X y X y X y   .         
We wrote R code to solve the fuzzy estimators. Thus 
the ˆ

Fβ can be obtained as: 

    
1

ˆ 0.4856
F

β =   and 
2

ˆ 0.0110
F

β =  . 
 
Step 6: Since ŷi� is triangular fuzzy number and its 
membership function is 

           ˆ

ˆ ˆ
ˆ ˆ ˆ,

ˆ ˆ

ˆ ˆ
ˆ ˆ ˆ,

ˆ ˆ

0,

ˆ( )
iy

y yim y y yil im
y yim il
y yir y y yim ir

y yir im

otherwise

yμ

−
≤ <

−

−
≤ ≤

−
=

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪⎩

�   ,   

where ˆ 0.4856 0.01101 2y x xi l i lil += ,       

          ˆ 0.4856 0.01101 2y x xi m i mim += ,   

and    ˆ 0.4856 0.01101 2y x xi r i rir += .   Thus we obtained 
the estimated fuzzy output as: 
    ˆ 0.4856( , , ) 0.0110( , , )1 1 2 21 2T T

y x x x x x xi i m i r i m i ri l i l= +� . 
For example,  in the first observation, the  estimated 
fuzzy output (or fuzzy prediction) can be calculated by 

1
ˆ 0.4856(151,  274,  322) 0.0110(1432,  2450,  3461)

T T
y = +�  

1
ˆ (89.0838, 160.0156, 194.4479)

T
y =�  . 

For interpretation,  fuzzy prediction 1ŷ� has the following 
approaches:  
1. The fuzzy prediction 1ŷ�  means approximately 
160.0156 . 

2. The fuzzy prediction 1ŷ� means a closed interval 
[89.0838,194.4479] . 
 
Step 7: The coefficient of determination of  the fuzzy 
model equals to    
                   2 0.9176R =     . 
It indicates that the model fits the data well. 
For the result,  the fuzzy model is as 
      ˆ 0.4856( , , ) 0.0110( , , )1 1 2 21 2T T

y x x x x x xi i m i r i m i ri l i l= +�  
 
      7. Conclusion 
The objectives of this research are to formulate a fuzzy 
linear regression model using LR-fuzzy number and  
estimate the model parameters. Diamond’s distance, a 
distance between two LR-fuzzy numbers, is defined as 
an error of fuzzy model. Consequently, the total error is 
defined as a sum squares error or the model fuzziness. 
The proposed method based on the least squares method 
is presented to estimate the model parameters. 
Furthermore, the fuzzy prediction and interpretation are 
also presented. Finally, we defined a coefficient of 
determination ( 2R ) in the fuzzy model as an index of 
goodness of fit. 

  Discussion and Further study 
The advantage of the proposed method to build the 
FLRM is convenient for the beginners. Also, the 
proposed estimation parameter method is based on the 
least squares method in regression analysis. It is a well-
known method. However, the proposed estimation 
parameter method is associated with the formulation of 
FLRM. For example, if we change the FLRM to   
      0 1 1y x xi i k ikβ β β= + + +� � �� � �"   for 1, ,i n= …     
(fuzzy coefficients and fuzzy data model)     
or the other  
      0 1 1y x xi i k ikβ β β= + + +� � �� "   for 1, ,i n= …  
(fuzzy coefficients model). 
The important question will be occurring.  How can we 
estimate the model parameters?  Is the least squares 
method continuing to work?  What is the goodness of fit 
in fuzzy model?  These questions are interesting to find 
out the solution for the further study. 
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Appendix A. Figures of crisp number, fuzzy 
numbers and interval number. 
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Appendix B. R script for numerical example. 
 

######################################### 
#      paper 126: numerical example 
#      written by: Rattanalertnusorn A. 
######################################### 
# To storage fuzzy output and fuzzy input   
y.l=c(111,88,161,83,51,124,62,138,82,41 
      ,168,178,111,78,167) 
y.m=c(162,120,223,131,67,169,81,192,116 
      ,55,252,232,144,103,212) 
y.r=c(194,161,288,194,83,213,102,241, 

   159,71,367,346,198,148,267) 
x1.l=c(151,101,221,128,62,132,66,151, 
       115,35,307,284,121,103,216) 
x1.m=c(274,180,375,205,86,265,98,330, 
       195,53,430,372,236,157,370) 
x1.r=c(322,291,539,313,112,362,152,463 
       ,291,71,584,498,370,211,516) 
x2.l=c(1432,2448,2592,1414,1024,2163, 
       1687,1524,1216,1432,2592,2792, 
       1734,1426,1785) 
x2.m=c(2450,3254,3802,2838,2347,3782, 
       3008,2450,2137,2560,4020,4427, 
       2660,2088,2605) 
x2.r=c(3461,4463,5116,3252,3766,5091, 
       4325,3864,3161,3782,5562, 
       6163,4094,3312,4042) 
df=data.frame(y.l,y.m,y.r,x1.l,x1.m,x1.r 
       ,x2.l,x2.m,x2.r) 
df 
########################### 
#  Defuzzification 
########################### 
y.c=(y.l+y.m+y.r)/3 
x1.c=(x1.l+x1.m+x1.r)/3 
x2.c=(x2.l+x2.m+x2.r)/3 
df2=data.frame(y.c,x1.c,x2.c) 
df2 
######################################### 
# Least squares method and testing  
# hypothesis 
#   H0: beta[j] equal to 0 versus  
#   H1: beta[j] unequal to 0 
######################################### 
ols.obj<- lm(y.c ~ x1.c + x2.c) 
summary(ols.obj) 
b0<-ols.obj$coefficient[1] 
b1<-ols.obj$coefficient[2] 
b2<-ols.obj$coefficient[3] 
c(b0,b1,b2) 
################################### 
#  fuzzy least squares estimator 
################################### 
n=length(df$y.m) 
YL<-matrix(nrow=n,ncol=1) 
YM<-matrix(nrow=n,ncol=1) 
YR<-matrix(nrow=n,ncol=1) 
XL<-matrix(nrow=n,ncol=2) 
XM<-matrix(nrow=n,ncol=2) 
XR<-matrix(nrow=n,ncol=2) 
XL[,1]=df$x1.l;XL[,2]=df$x2.l 
XM[,1]=df$x1.m;XM[,2]=df$x2.m 
XR[,1]=df$x1.r;XR[,2]=df$x2.r 
YL=df$y.l 
YM=df$y.m 
YR=df$y.r 
XTXL=t(XL)%*%XL 

XTXM=t(XM)%*%XM 
XTXR=t(XR)%*%XR 
B=solve(XTXL+XTXM+XTXR)%*%(t(XL)%*%YL+t(X
M)%*%YM+t(XR)%*%YR) 
B1=as.numeric(B[1,1]) 
B2=as.numeric(B[2,1]) 
c(B1,B2) 
################################ 
# To calculate MSE and R-square 
################################ 
ypred.l=df$x1.l*B1 +df$x2.l*B2 
ypred.m=df$x1.m*B1 +df$x2.m*B2 
ypred.r=df$x1.r*B1 +df$x2.r*B2 
df3=data.frame(ypred.l,ypred.m,ypred.r) 
df3 
SSE=sum((y.l-ypred.l)^2)+sum((y.m-
ypred.m)^2)+sum((y.r-ypred.r)^2) 
SST=sum((y.l-mean(y.l))^2)+sum((y.m-
mean(y.m))^2)+sum((y.r-mean(y.r))^2) 
MSE=SSE/(n-2) 
Rsq=1-(SSE/SST) 
Rsq 
############################### 
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Abstract 

Road accidents is a major problem that causes a life and injuries, occur mostly in a developing country such as Thailand, to 
prevent the loss from the traffic accidents, the use of Road Safety Audit (RSA) is a good alternative. This paper rely on a Ranker 
which is one of the RSA methods, started by look at the factors that might lead to a road accidents and applied the factors appropriate 
to the country for instance, Road Alignment, Pavement, Intersection, Roadside, and Signal & Sign and Lighting. Furthermore, on the 
ranker, the additional of another factor from road audit manual of South Africa which is the factor of Traffic operation. After the 
factors are specified, the data and information will collected by audit team, the result of evaluated the road is call as Road Safety 
Index (RSI) and will calculated by the auditor in order to know a level of safety of each particular road by the weight of each factor is 
equally. In addition, to make the result from RSA more accurately and more efficiency, Analytic Hierarchy Process (AHP) is the 
decision making tools that can help the user acquired the weight of each criteria by ask the experts base on group about the important 
of each factors and calculated base on pair-wise method. The result from AHP will help the auditor know which factor is the most 
important and improve the accurate of the result by calculated the RSA again, but change the weight of each factor to the weight that 
acquired from AHP. The recommendation from the auditor will help the Ministry of Transport (MOT) in term of road safety and can 
reduce the number of road accidents. 

 Keywords: Road Safety Audit, Road Safety Index, Analytic Hierarchy Process, Ministry of Transport 
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1. Introduction 
The Road Safety Audit (RSA) was started by UK in 
1980s, after that Australia and New Zealand start 
establish RSA in 1990s. The requirement of a Road 
Safety Audit is contained in the Design Manual for 
Roads and Bridges. To do the Road Safety Audit the 
auditor mostly be an expert of road safety and have 
various experiences, and can include road safety 
engineering, to be more effective team the auditor can 
invite to the local experienced people, together the Road 
Safety Audit will have an independent team of expert. 
According to the Journal of Society for Transportation 
and Traffic Studies (JSTS) Vol.1 No.3, World Health 
Organization (WHO, 2004) indicated that without 
increased the effort and novel in Thailand the numbers 
of accident occurred by crashed cars have peaked in 
1994 and 1995, the total number of road traffic deaths 
around the world and injuries is forecast to rise by 65% 
between the year 2000 and 2020, and for the developing 
countries and develop countries traffic deaths are 
expected to be 80%. This information gave us the real 
situation of the road that is tend to be more significantly 
for worldwide countries because the cost of death from 
the accident could damage the countries so much, so it 
is very important to promote the RSA worldwide 
 
in order to reduce the number of traffic deaths. In order 
to use RSA the auditors are required to have RSA 
manual which have several kind of manual, some 
countries have their own manual and some countries did 
not have their own RSA manual usually accommodated 
other manual and make the new one. Furthermore, 
sometime the result of RSA might have more than two 

alternatives, to choose the best ways the owner of the 
RSA project can utilized of the decision making tools  

 
The Analytic Hierarchy process is one of the most 

useful decision making tools to deal with the decision 
problems such as Which alternative is the best and how 
can we selected them if those alternative have a 
different weight, priority have played the big role in 
order to make a decision. We considered that each 
alternative have different relative importance (score) or 
weight, to find the optimal solution we can use the AHP 
to supported our project associated with the RSA and 
RSI. The used of AHP can improve the effective 
outcome of RSA and RSI such as which road we will 
maintain first if we have several roads that slightly the 
same problems and need to be fixed in time, by 
understand the important of the weight of each criteria 
the auditor could tell which road needed a maintenances 
before the other road. In order to start the AHP, many 
phase of process were involved such as selected five or 
six experts the reason was about the time, cost and the 
consistency of the result. In additional, have expert 
more than 6 person it can be the time consuming when  
the expert needed to reach a consensus on each 
judgments, and the consistency of result might over the 
standard level. In this case, the selection process of 
expert was essential. The other phase of AHP was 
number of comparison in pair-wise comparison; the 
number of comparison was a combination of number of 
factors or criterion and it will much more depended on 
the number of thing to be compared (Table 1). 
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Table 1: Number of comparison 

Number of 
Factor/ 
Criteria 

1 2 3 4 5 6 7 n 

Number of 
comparisons 

0 1 3 6 10 15 21 ݊ሺ݊ െ 1ሻ
2  

 
According to the table above, the more factor or criteria 
to compare the more the number of comparisons is. So 
it difficult to use when then number of criteria or 
alternative is high or more than 7. 
 
2. Research Methodology 
 2.1 Road Infrastructure 
The road infrastructure measurement has been 
categorized in 6 main factors for this paper. The scope 
or the items that involved with each factors are shown 
in figure below. 

Table 2: Scope of Road Infrastructure 
Road Alignment Road Geometry, Lanes and 

Shoulder Width, Overtaking, 
Traffic Marking and 
Delineator  

Intersection & Junction Junction, Private Access, U-
turn, and U-turn lane 

Pavement Cracks, Roughness, Skid 
Resistance, Wheel rut, 
Pothole, and Road Surface 

Roadside Guard Rail, Obstacles, Safety 
Equipment, Pedestrians, 
Footway, and Roadside 
Barriers 

Signal, Sign, and Lighting Traffic Signal, Traffic Sign, 
Lighting 

Traffic Operation Special Traffic Sign, Special 
Traffic Management 

  
 
 
 
2.1.1 Prepare theroad safety manual 
The manual is accommodated from the senior project 
that based on Rankers [7, 11], and combination of road 
audit manual of South Africa [15]. The manual needed 
to be extensive, so the other auditor can utilize it with 
any other road type such as rural road. 
  
2.1.2 Road Section Length 
Based on Rankers the length of application of the road 
must be long enough to be cost-effective but it must 
also be short enough so any compensation effect within 
too long sections can be avoided. In addition, the length 
used in the evaluation process is 2 kilometers. 
  

2.2.3 Collected Information 
After selected the road to audited, and the manual is 
readiness, the audit team will gathered the information 
by walk along the roadside in total of 10 kilometers  and 
filled the data in the manual and the information will 
calculated by the same audit team. 

 2.2 Road Safety Index (RSI) 
The Rankers believe that the best way to define the 
evaluation scale is to base on the urgency actuation 
started from 1 until 4 (1 is the worst, and 4 is the best). 
But the senior think that in reality even the road is 
scored as 4 it is willing to have routine maintenance 
properly, so the table below shown the score associated 
with the action. And the rearrange of the number started 
from 0 to 3 (0 is the worst, and 3 is the best) 
 

Table 3: RSI score and meaning 
0 Need urgent remedial measurement and 

improvement 
1 There are deficiencies and need 

improvement 
2 Need some maintenance  
3 Only need routine and periodic maintenance 
 
Moreover, the score from the previous section will 
calculated and find the total score and average of each 
factor, and will express as a percentages in order to 
define each score clearly. To make it clearly to see the 
level of safety of each road section and easier to plot the 
result on the draft map, the use of color associated with 
the RSI score is in use as below. 
 

Table 4: Color associated with RSI scores 
Color Percentage Meaning 
Red 0%-25% Need urgent remedial measurement 

and improvement 
Orange 26%-51% There are deficiencies and need 

improvement 
Yellow 52%- 75% Need some maintenance 
Green 76%-100 Only need routine and periodic 

maintenance 
 
 
 
 
 
 
After the score is obtained from the calculation it will 
be translated to the above color scale, and also the 
overall average of the road section can be calculated 
and translated to the color scale (Table 5). 
 

Table 5: Road section evaluation result 
Road Alignment 
 

Intersection & 
Junction 
 

Pavement 
 

Roadside 
 

Signal, Sign, and 
Lighting 
 

Traffic Operation 
 

Overall 
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Where  a is variable of each criteria 
   i  is element 
   j is decision maker or expert 
    
For example, adjust the weight from the pair-wise 
comparisons assume that we have 5 expert involved and 
each score of the first factors is as follow; expert1 
(0.14), expert2 (0.04), expert3 (0.03), expert4 (0.36), 
and expert5 (0.12), and n = 5 (number of expert) the 
formula will be. 
 
= √0.14భ/ఱ  ൈ 0.04 ൈ 0.03 ൈ 0.36 ൈ 0.12 
 
3. Research Results and Discussion 
The aim of the paper was to show the differencs on 
result between the one that utilize the ability of AHP to 
set the priorities of each factors by weight them 
difference, in the other hand the other one that normally 
set the weight of every factor equaly and calculated the 
reuslt directly on RSI. This stage will shown the way to 
evaluated the raw data and translated it into the 
information by EC 2000, and some simple calculation. 

3.1 Weighting of the criteria 
The first important thing before the calculation stage 

was to classify weight of each factors by using AHP. By 
asked the opinion of 5 experts about which factors did 
they think that can be the cause of traffic accident the 
most or which factors have the most important in term 
of road safety. In this stage, each expert will reveived a 
questionnaires and have time to done it around 1 week, 
after that the audit team will collected it and expert 
might have their advise and recommendation about the 
questionnaries and road safety project, some example of 
questionnaries shown in the figure below. 

Table 8: Result from the Expert choice 
 

 
Figure 2: AHP Questionnaires 

3.2 Obtained AHP results 
By using of EC2000 to help in term of solving a huge 
matrix, and can save a lot of time in calculation. The 
number of matrix are depended on the number of 
expert, so the total matrix is equal to 5 and the size of 
matrix is 6x6 from the factor above for instance Road 
Alignment, Intersection & Junction, Pavement, 
Roadside, Signal, Sign, and Lighting, and Traffic 
Operation. So first thing was to set a goal of the project 
which is to know the most important factor that have an 
effect to road safety, and setup the AHP level 2 which 
refer to the 6 factors above, and last but not least was to 
set the sub-criteria of each factors which call as AHP 
level 3, and let the EC 2000 solving the matrix of pair-
wise comparisons. After put in the data from the road 
safety questionnaires to the expert choice program, the 
result are shown in term of weight of each factors both 
in Level 2 and Sub-criteria. Some of the result was 
shown in the table below (Table 7).  

The weight that show below the factor name in the 
figure above is not the real weight yet, to finding the 
real one that can be used calculated the road safety 
score, the calculation of geometric mean was involved 
by using the formula in previous section or used the MS 
excel program and type in the formula 
=Geomean(number1, number2, …., number n), after 
that sum up all of the score and put that number divided 
by the prior number, continued until get all of the real 
weight of each factors, and do the same process with the 
sub-criteria to find the real weight of each sub-criteria. 
The results of inspection of geometric mean are 
summarized into a table below (Table 8). 

Name Goal 
Road 
Safety 

Road 
Alignment 
(W:0.1480) 

Intersection 
(W: 0.3730) 

Pavement 
(W:0.0640) 

Roadside 
(W:0.0290) 

Signal, Sign 
and Lighting 
(W:0.1510) 

Traffic 
Operation 
(W:0.2340) 

Expert1 0.0948 0.0000 0.0595 0.0739 0.0164 0.0000 0.0000 
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Table 9: Calculation of real weight of each factor 

 
The weights in table above are ready to utilize in RSI to 
find the result of road safety which detailed in next sub-
section, and the result of calculated the geometric mean 
for the sub-criteria are in appendices section  ( 
Appendix B). 
 
 3.3 Combination of RSI and AHP 
This paper selected Changwattana road in route 304 and 
we segmented the road into 6 sections, each section 
length is around 1.8-1.9 Km. inthe total of11 Km.  
In order to get the result from the RSI, the users need 
the sample model base on the Rankers or the users can 
develop their own model instead of using everything the 
same as the Rankers model, the example of model are 
shown in table below. 
 

Table 10: RSI result from road section 2 

 
The result from the table shown that the total percentage 
or the level of safety of this road section is only 46.67% 
or it in range of orange color meaning some deficiencies 
are exist and need an improvement. But as mentioned 
before, the model without AHP it mean each factors 
have the same weight, in this example the weight of 
each one equal to 0.16666667 from divided 1 by 6. 
Therefore, in reality some factors might important than 

the other, so the combination of AHP and RSI can 
supported this truth by changed the weight of each 
factors.By calculation AHP in previous section, the 
auditor will know the new weight of each criterion and 
sub-criteria, the next table we shown the combination of 
AHP and RSI together by developed a new model 
(Table 10). 

From the result above, the significant thing from this 
combination is that in change the overall score of the 
RSI because of changed the weight, and the total 
percentage of this road section is increase in a good way 
from 46.67% to 52.48% along with the range of the 
score is changed from orange to yellow too, even 
though it is a slightly increase, but that enough to 
supported the objective of this paper about the 
important of the weight.  
 
 3.4 Discussion the RSI & AHP result 
From overall of the result above it shown that the 
weight of each factor are as follow; Road Alignment 
(0.120333724), Intersection & Junction (0.306474), 
Pavement (0.095523), Roadside (0.054228), Signal, 
Sign, and Lighting (0.23453), and Traffic Operation 
(0.188911). Therefore the most important factor was 
Intersection & Junction with the score of 0.306474 and 
the factor that has least important was Roadside with 
the score of 0.054228. But not all road sections have 
differences in total percentage as the example, the table 
below will shown the differences in percentage of each 
factors above (Table 11).   

 
Table 12: The percent different 

Name Road 
Align
ment 

Inter
sectio
n 

Paveme
nt 

Roadsi
de 

Signal, 
Sign, and 
Lighting 

Traffic 
Operati
on 

Sum 

Expert1 0.148 0.373 0.064 0.029 0.151 0.235 1 

Expert2 0.044 0.468 0.157 0.058 0.251 0.022 1 

Expert3 0.03 0.166 0.108 0.068 0.408 0.22 1 

Expert4 0.36 0.113 0.078 0.048 0.237 0.164 1 

Expert5 0.126 0.29 0.033 0.03 0.068 0.453 1 

Geometri
c mean 

0.097 0.248 0.077 0.043 0.190 0.1532 0.811 

Real 
Weight 

0.120 0.306 0.095 0.054 0.234 0.188 1 

Section Non-AHP AHP %Different 

Number 
1 

39.44 39.00 1.14 

Number 
2 

46.67 52.48 12.45 

Number 
3 

46.67 46.70 0.06 

Number 
4 

44.44 42.29 4.85 

Number 
5 

45.83 43.43 5.25 

Number 
6 

37.00 23.25 37.15 

Table 11: RSI & AHP result from road section 2



NapatMunsil, HatsakornWanna, AttapornPohkaew, ChoorachSrikhumdee, and VeerisAmmmarapala                                                            
/ ICAS2015, July 15-17, 2015, Pattaya, Thailand 

International Conference on Applied Statistics 2015 62 

As you can see, there are only two road sections that 
have a big in percentage different which is road section 
number 2, and road section number 6. Therefore the 
highest safety score of each road section is road section 
number 2 and road section number 3 as a score of 
46.67% and the lowest safety was road section number 
6 the score of 37.00%, after applied the AHP there are 
some changed in the best score of road section from 
road section number 2 and number 3 to only road 
section number 2, any other is still the same placed. 
Thus, the AHP wasrearrange the result from almost 
similar score to a more range of score, so AHP help in 
term of making decision and what will be the best 
alternative of the objective. The other result sheets of 
other road section are available in appendices section 
(Appendix B).  
 
4. Conclusion 
Mostly the traffic accidents have a high rate in 
developing countries like stated at the beginning the 
main reason of the accident almost came from the 
driving behavior of driver or human factor, and 
followed by a road infrastructure or road assessments 
factor [12]. Even though the road infrastructure was not 
the number one of factors causes a traffic accidents, but 
in reality human factor was hard to predict and hard to 
control, therefore aiming to make a better road rather 
than have set up a law and regulation to control the 
driving behavior was a must way to do, to reduce the 
number of serious injuries and death on a road way. 
Furthermore about making the better road, it has many 
methods and tools to take care of this case such as iRAP 
(Star Rating), RSI (Proactive), Black spot (Reactive). 
By selected the RSI and used the method based-on 
Rankers, the overall evaluation process and the standard 
is quite good because the manual used to audit the road 
was extensive and can easily adapt with other RSA 
manuals, so it be the standalone manual that normally 
can used right away. But there were some case to aware 
for instance some type of road was not recommended to 
use a manual from Rankers such as single road section 
or highway. But overall performance of RSI was quite 
high and the auditor can get the RSI score faster than 
the other method because it is a proactive tools, the 
requirement of RSI was only a manual for auditing. 
Moreover about AHP, the method itself was good and 
were recommended by many experts, and the result 
after applied AHP to the RSI was interested because the 
range of the result are extended so it easily to select 
which one is the best among the other. In this case we 
know which road infrastructure needed to be focuses the 
most if Changwattana road route 304 needed 
maintenance and improvement, the answer was a 
intersection factor. If we don’t apply an AHP we might 
not sure which factor needed to be focuses the most and 
hardly to selected which road section need a 
maintenance firstbecause road section number 2 and 
road section number 3 have the same score. In short, 
combination of other software or other method can 
made the result of RSI more realistic, and more 

accurately. The used of AHP can make the data more 
valuable by changed of weight. For the future works, 
adding another tools of AHP such as the cost of 
maintenance, can make the result changed and the 
optimal solution of this paper might changed, so there 
are several tools to add in to this project, but the 
objective of the goal didn’t change it is to reduce the 
number of accident occurred on the road way. 
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Abstract 

With its unique culture and natural landscape, Khung Bang Krachao has become a popular tourist destination near Bangkok in 
SamutPrakan Province, central Thailand. The popularity has brought people to the region and activated the use of resources; as a 
result, municipal solid waste has become an environmental concern for local residents and environmentalists. The purpose of this 
study is to assess and benchmark municipal solid waste removal in Khung Bang Krachao in all six subdistricts – Bang Krachao, 
Bang Kasorb, Bang Korbua, Bang Nampeang, Bang Yor, and Song Kanong. Data including an amount of solid waste, a size of 
population, a number of households, budget and other resources for solid waste removal program such as a number of garbage 
collectors, a number of trash pickup trucks, and a number of trash wheeled bins have been collected for the analysis. The Data 
Envelopment Analysis (DEA) is employed to assess and benchmark undesirable outputs (an amount of solid waste) given multiple 
inputs. The most efficient Data Making Unit (DMU) (i.e. Subdistrict Administrative Organization or SAO) is identified as the best 
practice. Slacks of the models suggest a target forinefficient DMU to improve a solid waste removal program.   

Keywords: Performance Measurement, DEA, Khung Bang Krachao, Subdistrict Administrative Organization 
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1. Introduction 
The solid waste management is one of the most 

important problem of a Subdistrict Administrative 
Organization (SAO).It is a key utility service for the 
public health and the external “image” of SAO. On one 
hand, uncollected solid waste is a serious public health 
issue in many developing countries [13]. On the other 
hand, a clean city is an attractive to tourists, business, 
population and investors. It has been suggested that the 
effectiveness of a SAO solid waste management system 
can be used as a proxy indicator of good governance 
[11] and hence of a local government who can be 
trusted and with whom can do business. Appropriate 
benchmark indicators allow a city to judge its own 
performance regarding delivery of solid waste 
management services; provide information for decision-
making on priorities for the limited budget available for 
service improvements.        

Nowadays, wastes came from many directions and 
sources such as increasing population, agriculture, 
industrial and manufacturing plants, office buildings, 
households, and nature. Either as solid or liquid, these 
materials follow a variety of routes toward specific 
disposal sites [2]. Thus, solid waste management has 
become a considerable issue, in addition to other 
environmental problems, especially for densely 
populated cities in developing countries [10]. Solid 
waste management is one of the most difficult 
environmental problems in every country. Rapid urban 
growth, accompanied by the increasing density of 
population, traffic jam, air and water population, 
increasing per capita generation of solid waste and the 

lack of land conveniently situated for waste disposal are 
difficulties of solid waste management in urban centers 
[12]. SAO solid waste management refers to collection, 
transfer, and disposal of solid waste [4]. 

Khung Bang Krachao has become a developing and 
popular tourist destination near Bangkok in 
SamutPrakan Province, central Thailand. The popularity 
has brought people to the region and activated the use of 
resources; as a result, SAO solid waste has become an 
environmental concern for local residents and 
environmentalists. The cumulative solid waste at Khung 
Bang Kachao is 18 tons per day [9]. This is a big 
problem at Khung Bang Krachao. The area now has 
focused on solid waste collection and environmental 
sustainability.   

Shown in Figure 2, Khung Bang Krachao consists of 
six subdistricts – Bang Yor, Song Kanong, Bang 
Nampeang, Bang Krachao, Bang Korbua, and Bang 
Kasorb. SAOs have tried to manage solid waste system 
by using three activities: reduce, reuse, and recycle 
(3R). The objective of conducting this paper is to 
benchmark efficiency of solid waste removal of six 
SAOs in Khung Bang Krachao by using Data 
Envelopment Analysis (DEA). Data in year 2012 to 
2014 is collected for an analysis. 
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Figure 1: Map of Khung Bang Krachao [3] 

 

Figure 2: Khung Bang Krachao has six subdistricts [9] 

 
1.1. Subdistrict Administrative Organization waste 

collection                                                                     
Solid waste collection is started from collecting 

waste from household, business (retail store and grocery 
shop, supermarket), then loading, unloading and 
transferring to a final destination such as a disposal site 
[7]. Dual collection systems separating waste in reduce, 
re-use and recycling resource for non-recyclable waste 
can entail multi-compartmentalized vehicles or separate 
collection rounds on the same or different days [6]. 
Transportation costs are very important in SAO waste 
management collection. Many SAOs try to meet their 
legal mandate of providing a weekly waste collection 
service to all households due to limited budgets [6]. 
Solid waste collections in most developing countries do 
not satisfy the full demand in urban areas. In the poorest 
countries, the service sometimes reaches only 10 
percent to 40 percent of the urban population; in the 
better-organized middle-income countries, the services 
reach 50 percent to 85 percent of the urban population 
[8]. 

 
1.2. Assessing and benchmarking SAO solid waste 

collection  
Data Envelopment Analysis (DEA) is often used to 

benchmark an efficiency of the peer group to improve 
performance. DEA has used in benchmarking waste 
collection in many countries, see [14] for example. In 
an output-oriented model, DEA maximizes output while 
inputs are fixed. But an amount of solid waste, that is an 

output, should not be maximized. Thus, it is treated as 
undesirable output in data transition before using DEA. 
Here, our analysis uses variable returns to scale (VRS) 
models because the ratio between input and output is 
not constant. 

 
2. Research Methodology 

2.1 The basic DEA model and data envelopment 
analysis model 

Data Envelopment Analysis (DEA) model 
developed by Charnes et. al [1] to measure the relative 
efficiency where market price are not available and the 
performance of Decision Making Units (DMUs) that 
convert model multiple-input and multiple-output 
relationships without a priori underlying functional 
form assumption. DEA has also been widely applied, 
for example, bank performance, agricultural economics, 
production planning, hospital, and web security. In 
particular, DEA is an excellent tool for improving the 
productivity of service businesses [15]. We adopted 
DEA model to measure the efficiency of the solid waste 
removal of SAO at Khung Bang Krachao. The 
following DEA model is an input-oriented model where 
the inputs are minimized and the outputs are kept at 
their current levels [15], has been used for this analysis. 
The model can be stated as:  
 

min θ െ εሺ෍ ௜ܵ
ି

௠

௜ୀଵ

൅ ෍ ܵ௥
ା

௦

௥ୀଵ

ሻ 

Subject to                                                                   

෍ ௝ߣ

௡

௝ୀଵ

௜௝ݔ ൅ ௜ܵ
ି ൌ ௜௢݅ݔߠ ൌ 1,2, … , ݉; 

෍ ௥௝ߣ

௡

௝ୀଵ

௥௝ݕ െ ܵ௥
ା ൌ ݎ௥௢ݕ ൌ 1,2, … ,  ሺ1ሻ                     ;ݏ

෍ ௝ߣ

௡

௝ୀଵ

ൌ 1 

௝ߣ ൒ 0                                    ݆ ൌ 1,2, … , ݊. 
 
Where:  
 ,input technical efficiency measure =ߠ
 ,a non-Archimedean number = ߝ
 ,௝=efficiency measure to be calculated for each DMUjߣ
 ,௥௝= quantityof output r produced by subdistrict jݕ
 .௜௝ = quantity of input i produced by subdistrictjݔ
 
 Thus, Formula (1) is using the minimum inputs 
resource to receive a given resource of outputs. 
Efficiency is measured by the maximum reduction in 
inputs which will still allow a given output resource 
which allows the minimization over ߠ to preempt the 
optimization involving the slack ௜ܵ

ିand ܵ௥
ା [15]. 

 For input oriented, the DMUs that shows the result 
that if כߠ ൌ 1 and ௜ܵ

כି ൌ  ܵ௥
ାכ ൌ 0 for all i and r that 

means efficient and if כߠ ൌ 1 and ௜ܵ
כି ് 0 and ܵ௥

ାכ ് 0 
for some i and r that means weakly efficient. 
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 Next, the output oriented can be computed by 
formula (2), the model can be stated as: 
 

max ׎ െ εሺ෍ ௜ܵ
ି
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൅ ෍ ܵ௥
ା

௦

௥ୀଵ
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Subject to                                                           (2) 
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ି ൌ ௜௢݅ݔ ൌ 1,2, … , ݉; 
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Where:  
 ,output technical efficiency measure =׎
 ,a non-Archimedean number = ߝ
 ,௝= efficiency measure to be calculated for each DMUjߣ
 ,௥௝= quantityof output r produced by subdistrict jݕ
 .௜௝ = quantity of input i produced by subdistrict jݔ
 
The optimization involving the slack ௜ܵ

ିand ܵ௥
ା which is 

DMUs is efficient if ׎ ൌ 1 and ௜ܵ
כି ൌ  ܵ௥

ାכ ൌ 0 for all i 
and r that means efficient and if כ׎ ൌ 1 and ௜ܵ

כି ്
0 and ܵ௥

ାכ ് 0 for some i and r that means weakly 
efficient can be computed. 
 

ܵ௥
ି ൌ ௜ܺ௢ െ ෍ ௝ߣ

௡

௝ୀଵ

௜௝݅ݔ ൌ 1,2, … , ݉; 

ܵ௥
ା ൌ ෍ ௝ߣ

௡

௝ୀଵ

௜௝ݕ െ ݎ௥௢ݕכ׎ ൌ 1,2, … ,  ;ݏ

 
2.2 Modeling undesirable measures  
Reference [15] was the first introduce undesirable 

measures DEA model. In the case, the management of 
solid waste at Khung Bang Krachao in order to improve 
the performance of the amount of waste to be treated 
should be decreased rather than increased as assumed in 
the conventional DEA models [15]. 

The model undesirable output can separate in two 
ways, either directly or indirectly. Directly way is 
considered variables as inputs aim at its minimization 
and indirectly way with a preprocessing on data before 
putting into the model that can be completed by the use 
of the inverse additive or multiplicative inverse. When 
treated by the additive inverse, because the values 

become negative, which makes the linear programming 
model impracticable, the data set can be transformed, 
adding it to a previously chosen translation vector, 
turning all the elements into positive [5]. 

In this case waste management that mean we have to 
use undesirable output to solve this model in DEA 
because solid waste is bad output. For undesirable 
outputs (ݕ௥௝

௕ ሻ denote a bad output, which was to 
decrease the undesirable output to increasing 
improvement the performance. In order to multiply each 
undesirable output by -1 and then find a proper value vr 
to let all negative undesirable outputs be positive. That 
is,yത୰୨

ୠ ൌ  െy୰୨
ୠ ൅ v୰ ൐ 0. This can be achieved by 

v୰ ൌ max ሼݕ௥௝
௕ } + 1 [15], for example.  

 
Max h                                                                                                  
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෍ λ୨

୬

୨ୀଵ

ൌ 1 

௝ߣ ൒ 0,     ݆ ൌ 1, … , ݊ 
 
 
3. Research Results and Discussion 

3.1 Data and variables  
The model of evaluating efficiency of solid waste 

removal in Khung Bang Krachao is based on DEA 
model. The DEA model introduces performance 
evaluation and benchmarking to positively encourage 
any unit to be improved. There are three models. Model 
1 aims to benchmark the ratio between the amount of 
solid waste in each subdistrict and population and 
household in the areas by applying the undesirable 
output in an output-orientation model. Model 2.1 and 
2.2 analyze how each subdistrict efficiently uses 
resources in solid waste removal. Models 2.1 and 2.2 
use an undesirable output in input-orientation model. 
Table 1 shows the list of inputs and outputs.  Data in 
year 2012 to 2014 is collected for this study. 

Note that Khung Bang Krachao has six subdistricts. 
But Bang Krachao and Bang Kasorb work together, 
thus, there are only five DMUs in this study. For 
confidential reason, they are called DMU1 – DMU5. 
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Table 1: Inputs and outputs in DEA models 

 
 
 
 
 
 
 
 
 
 
 

3.1.1 Result of Model 1: output orientation 
 

Table 2: Efficiency in six subdistricts 
1 = efficiency, more than 1 = inefficiency 

2012 2013 2014 
 Efficiency Measuring the   

Effectiveness 
 Efficiency Measuring the   

Effectiveness 
 Efficiency Measuring the   

Effectiveness 
DMU 1 824.93 Inefficiency DMU 1 813.25 Inefficiency DMU 1 779.59 Inefficiency 
DMU 2 4.84 Inefficiency DMU 2 5.60 Inefficiency DMU 2 7.48 Inefficiency 
DMU 3 1.55 Inefficiency DMU 3 1.60 Inefficiency DMU 3 1.63 Inefficiency 
DMU 4 1.00 Efficiency DMU 4 1.00 Efficiency DMU 4 1.00 Efficiency 
DMU 5 1.20 Inefficiency DMU 5 1.29 Inefficiency DMU 5 1.23 Inefficiency 
 
 Model 1 If efficiency value equal to 1, DMU is 
efficientin the peer group. Efficiency value more than 1 
means DMU is inefficient. Efficiency scores are ranked 
and presented as follows.  
DMU4:It is the best practice of the group. From on-site 
visit and survey, we found that the subdistrict is suitable 
for agriculture and also attractive for tourism such as 
floating market and homestay. Thus, it has good 
program to manage solid waste.   
DMU5:Even though it has the biggest area, the size of 
population and the number of households are the 
smallest. It has greenland and a park to attract tourists.  

DMU3:Most of the area is for agriculture. Solid waste is 
created by local people. 
DMU2: The subdistrict is the most crowded area. It has 
a lot of factories and industrial warehouses. The solid 
waste is from factories and local people.   
DMU1: This subdistrict has both agricultural area and 
factory. Thus, solid waste is from both sectors and local 
people.  
   
 
 
 

 
3.1.2 Result of Model 2.1 and 2.2:  input orientation 
Model 2.1 and 2.2 are input orientation with undesireble output. If efficiency score equals to 1, DMU is efficient; less 
than 1 meansinefficient. However, if the efficiency score is 1 but it has slacks, this means DMU can adjust resouces to 
improve the management. This situation is called weakly efficient.  
 

Table 3: Result of Model 2.1 
1 = efficiency, 1* = weakly efficiency, less than 1 = inefficiency 

2012   Input Slack Output Slack 
 Efficiency Measuring the 

Effectiveness 
Salary (baht per year) Cost of fuel  

(baht per year) 
Amount of SAO solid waste  

(tons per year) 
DMU 1 0.61 Inefficiency 0.00 274160.67 682.20 
DMU 2 0.38 Inefficiency 0.00 5080.83 513.00 
DMU 3 0.88 Inefficiency 0.00 104659.81 151.30 
DMU 4 1.00 Efficiency 0.00 0.00 0.00 
DMU 5 1.00 Efficiency 0.00 0.00 0.00 

2013   Input Slack Output Slack 
 Efficiency Measuring the 

Effectiveness 
Salary (baht per year) Cost of fuel  

(baht per year) 
Amount of SAO solid waste  

(tons per year) 
DMU 1 0.61 Inefficiency 0.00 274160.67 629.30 
DMU 2 0.38 Inefficiency 0.00 5080.83 485.30 
DMU 3 0.88 Inefficiency 0.00 104659.81 123.60 
DMU 4 1.00 Efficiency 0.00 0.00 0.00 
DMU 5 1.00 Efficiency 0.00 0.00 0.00 

DEA Model                Variable       Units 
Model 1 Input Population Number of household Person Family 

 Output Amount of SAO solid waste Tons per year 
Model 2.1 

 
Model 2.2 

 
 

Model 2.1 & 2.2 

Input 
 

Input 
 
 

Output 

Salary 
Cost of fuel 
Garbage collectors 
Number of trucks 
Number of wheeled bins 
Amount of SAO solid waste 

Bath per year 
Bath per year 
Persons per month  
Trucks per month  
Number per month 
Tons per year 
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2014   Input Slack Output Slack 
 Efficiency Measuring the 

Effectiveness 
Salary (baht per year) Cost of Fuel  

(baht per year) 
Amount of SAO solid waste  

(tons per year) 
DMU 1 0.61 Inefficiency 0.00 274160.67 629.62 
DMU 2 0.38 Inefficiency 0.00 5080.83 526.42 
DMU 3 0.88 Inefficiency 0.00 104659.81 152.78 
DMU 4 1.00 Efficiency 0.00 0.00 0.00 
DMU 5 1.00 Efficiency 0.00 0.00 0.00 

Model 2.1considered the annual costs in management. 
Input slacks are salary and cost of fuel;the output slack 
is the amount of municiple solid waste (tons per year). 
DMU4 and DMU5 are efficient in the peer group. 
DMU1, DMU2, and DMU3 are inefficient. They can 
improve by using suggested slacks. The slack values 
show how much input and undesirable output measures 
needed to be reduced.Data in year 2012 is used to 
illustrated. For example, in Table 3, DMU1 has the 
efficiency score equal to 0.61, the input slack of the fuel 
cost is 274,160.67 baht per year and the output slack of 

amount of solid waste is 682.20 tons per year. DMU1’s 
fuel cost is 708,000.00 baht per year and the amount of 
solid waste is 1,882.80 tons per year (see Table 7 in the 
appendix). Therefore,  Cost of Fuel – Input Slack of 
Fuel Cost = 708,000.00 – 274,160.67 = 433,839.33 baht 
per year and the Undesirable Output – Output Slack = 
1,882.80 – 682.20 = 1,200.60 tons per year. This means 
DMU1 shoud reduce fuel cost 433,839.33 baht per year 
and also reduce amount of solid waste 1,200.60 tons per 
year. Similar calculation can be done for DMU2 and 
DMU3. 

 
Table 4: Result of Model 2.2 

1 = efficiency, 1* = weakly efficiency, less than 1 = inefficiency 
2012   Input Slack Output Slack 

 Efficiency Measuring the 
Effectiveness 

Number of 
garbage 

collectors per 
month 

Number of 
trucks per 

month  

Number of 
bins per 
month  

Amount of SAO solid waste 
(tons per year) 

DMU 1 1.00* Weakly Efficiency 2.00 0.00 135.00 823.93 
DMU 2 0.67 Inefficiency 2.67 0.33 0.00 654.73 
DMU 3 1.00* Weakly Efficiency 0.00 0.00 70.00 293.05 
DMU 4 1.00 Efficiency 0.00 0.00 0.00 0.00 
DMU 5 1.00* Weakly Efficiency 0.00 0.00 145.00 141.73 

2013   Input Slack Output Slack 
 Efficiency Measuring the 

Effectiveness 
Number of 

garbage 
collectors per 

month 

Number of 
trucks per 

month  

Number of 
bins per 
month 

Amount of SAO solid waste 
(tons per year) 

DMU 1 1.00* Weakly Efficiency 2.00 0.00 177.00 812.25 
DMU 2 0.55 Inefficiency 1.50 0.10 0.00 668.25 
DMU 3 1.00* Weakly Efficiency 0.00 0.00 125.00 306.57 
DMU 4 1.00 Efficiency 0.00 0.00 0.00 0.00 
DMU 5 1.00* Weakly Efficiency 0.00 0.00 189.00 182.98 

2014   Input Slack Output Slack 
 Efficiency Measuring the 

Effectiveness 
Number of 

garbage 
collectors per 

month 

Number of 
trucks per 

month  

Number of 
bins per 
month 

Amount of SAO solid waste 
(tons per year) 

DMU 1 1.00* Weakly Efficiency 2.00 0.00 181.00 778.59 
DMU 2 0.52 Inefficiency 1.19 0.04 0.00 675.39 
DMU 3 1.00* Weakly Efficiency 0.00 0.00 180.00 301.75 
DMU 4 1.00 Efficiency 0.00 0.00 0.00 0.00 
DMU 5 1.00* Weakly Efficiency 0.00 0.00 185.00 148.97 

Model 2.2 investigates other resources in solid waste 
program – number of garbage collectors per month, 
number of trucks per month, and number of bins per 
month. The results found as follows. DMU4 is the only 
DMU that is efficient in the peer group. DMU2 is 
inefficient. The slacks suggest how much input resources 
and output should be decreased to reach efficiency. For 
example, in 2012 in Table 4, the efficiency score of 
DMU2 is 0.67 with slack of number of garbage collectors 

(2.67≈3), slack of number of trucks (0.33≈1) and the slack 
of output (654.73 tons per year). From Table 8 in 
appendix, these slacks suggest that DMU2 should have 7 
(10 - 3) garbage collectors, 1 truck (2-1), and control solid 
waste at 1,058.87 (1,713.60 – 654.73) tons per year. 
DMU1, DMU3 and DMU5 are weakly efficiency, that is, 
the efficient score is 1 but there are slacks. Similar 
calculation can be done to achieve the target of 
improvement.
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Table 5: Summary results of Model 1, Model 2.1, and Model 2.2 
1 = efficiency, 1* = weakly efficiency, less than 1 = inefficiency 

 Output Oriented Input Oriented 
Year 
                   Efficiency 

Model 1 Model 2.1 Model 2.2 
2012 2013 2014 2012 2013 2014 2012 2013 2014 

DMU 1 824.93 813.25 779.59 0.61 0.61 0.61 1.00* 1.00* 1.00* 
DMU 2 4.84 5.60 7.48 0.38 0.38 0.38 0.67 0.55 0.52 
DMU 3 1.55 1.60 1.63 0.88 0.88 0.88 1.00* 1.00* 1.00* 
DMU 4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
DMU 5 1.20 1.29 1.23 1.00 1.00 1.00 1.00* 1.00* 1.00* 

In summary, results from Models 1, 2.1, and 2.2 are 
considered together. DMU4 has the best performance 
among subdistricts in its peer group. All inefficient 
DMUs should decrease the amount of solid waste. 
Further to fuel cost, DMU1, DMU2, and DUM3 should 
reduceit.For the number of garbage collectors, DMU1 
and DMU2 should decrease it. Only DMU2 should 
reduce the number of truck. For the number of bins, 
DMU1, DMU3, and DMU5 should take out some bins 
from its area.  
 
4. Conclusion 
 We explore Khung Bang Krachao and use DEA to 
access and benchmark the effiency of solid waste 
removel of five DMUs (six subdistricts but two of them 
work together).  The analysis consists of three models. 
Model 1 finds the ratio between amount of solid waste 
produced and number of population and households to 
see which area has good proportion of producing solid 
waste. Model 2.1 and 2.2 find efficiency of using 
resources in subdistricts to remove solid waste. Slacks 
of inputs and outputs are identified in order to adjust 
resource to improve efficiency. 
 The important resultstates that each SAO except the 
best one should reduce the amount of solid waste. So 
the problem of cummalative waste (18 tons per day) can 
be taken care. One way to reduce solid waste is to use 
3R policy (reduce, reuse, and recycle). DEA idenifies 
DMU4 as the best practice; however, it does not mean 
DMU4 is the best in the country. But it is the best in the 
peer group. There are still room for improvement for the 
best practice.   
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Appendix: Data in year 2012 used in Model 1, Model 2.1, and Model 2.2 
 

Table 6: Data used in Model 1 

 

Table 7: Data used in Model 2.1 

 Input Undesirable output Translating of 
undesirable output 

Salary  
(baht per year) 

Cost of fuel 
(baht per year) 

Amount of SAO solid waste 
(tons per year) 

Amount of SAO solid 
waste (tons per year) 

DMU 1 649,800 708,000 1,882.80 1.00 
DMU 2 1,039,200 424,000 1713.60 170.20 
DMU 3 449,400 302,400 1351.92 531.88 
DMU 4 401,400 210,000 1058.87 824.93 
DMU 5 394,800 156,000 1200.60 683.20 

 

Table 8: Data used in Model 2.2 

 Input Undesirable output Translating of 
undesirable 

output 
Number of garbage 
collectors per month 

Number of trucks 
per month 

Number of bins 
per month 

Amount of SAO 
solid waste (ton per 

year) 

Amount of SAO 
solid waste (tons 

per year) 
DMU 1 6 1 400 1,882.80 1.00 
DMU 2 10 2 405 1713.60 170.20 
DMU 3 4 1 348 1351.92 531.88 
DMU 4 4 1 223 1058.87 824.93 
DMU 5 4 1 412 1200.60 683.20 

 
 

 
 

 Input Undesirable output Translating of 
undesirable output 

Population  
(person per year) 

Number of household 
(Families per year) 

Amount of SAO solid waste 
(ton per year) 

Amount of SAO solid 
waste (tons per year) 

DMU 1 8,312 2,495 1,882.80 1.00 
DMU 2 11,144 3,283 1713.60 170.20 
DMU 3 7,178 2,410 1351.92 531.88 
DMU 4 4,928 1,411 1058.87 824.93 
DMU 5 7,564 2,225 1200.60 683.20 
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Abstract

In this paper, we would like to estimate the parameters of the generalize Lindley (GL) distribution by using Bayesian
approach with the uniform and gamma distribution. Bayesian approach is derived under the squared error, absolute
error and zero-one loss functions by using Markov Chain Monte Carlo technique. Furthermore, applications to
real data sets are illustrated by using R language and open Bayesian inference using Gibbs sampling (OpenBUGS)
program. Next, we show estimating parameter of GL distribution by using Bayesian approach with different loss
error function, log-likelihood, Akaike information criterion, Bayesian information criterion, Kolmogorov-Smirnov
test and trace plot of samples for parameters.
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1 Introduction

Inferential statistics, the distinguish inference to es-
timation about population ismainly separated into clas-
sical and Bayesian approach. According to the clas-
sical inference based on maximum likelihood estima-
tor, the unknown parameter is constant. However the
Bayesian approach belief in uncertain about the true
value of the parameter, which consider the parameter
as random variable [1]. So, the Bayesian approach is
obtained from the posterior distribution which consists
of prior distribution and observed data.

Bayesian approach is called Bayesian inference.
The word Bayesian refer to Thomas Bayes, who pro-
posed a special case of Bayes'theorem (Bayes'law or
Bayes rule). The Bayes published in his paper 1763
and he estimated the parameter of the Bernoulli distri-
bution and used the uniform prior distribution [2, 3].
In 1774, Laplace shown the Bayes'theorem in general
form which led to widely application. In addition,
many researchers used it to approach problems in ce-
lestial mechanics, medical statistics, reliability and ju-
risprudence [4, 5]. Although, the Bayesian approach
has origin since 18th century, the practical application
has limited by difficulty of calculation when the poste-
rior distribution is not expressed in closed form such as
sumation and integrate. So, when the sampling method
is developed in middle 20th century such as Markov
Chain Monte Carlo (MCMC) and the speed and mem-
ory capacity of computer bring about calculation of
the posterior distribution part easy [6]. For the gen-

eral method, comparison of estimation performance of
Bayesian approach usually use loss function, which is
consider difference between estimated and true param-
eter [7, 8]. The loss function is called cost function, it
map one or more variable values to a real number. The
important type of the loss function is square error, ab-
solute error, zero-one loss function, etc. [9--11]. Fur-
thermore, different loss functions lead to the various
estimators of Bayesian approach [11,12].

In this paper, we concern estimating of parametors
by using Bayesian approach under the squared error,
absolute error and zero-one loss functions for the gen-
eralized Lindley (GL) distribution. We use the R lan-
guage and open Bayesian inference using Gibbs sam-
pling (OpenBUGS) program. For the content, we will
present the GL distribution and some properties in Sec-
tion 2 and the estimating parametors of Bayesian ap-
proach is presented in Section 3. Then we will show
the application for estimating parametors of Bayesian
approach in Section 4 . Finally, we give some conclu-
sions.

2 Generalize Lindley distribution

In this section, we consider some properties of the
GL distribution, which is flexible for lifetime data.
The GL distribution is a mixture distribution between
gamma(α, θ) and gamma(α+ 1, θ) [13].

Definition 1. Let X be an independent and iden-
tical distributed random variable (IID) of the GL dis-
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tribution with parameters α, θ and γ, denoted as X ∼
GL(α, θ, γ). The probability density function of X is
given by

fX(x;α, θ, γ) =
θ2(θx)α−1(α+ γx) exp{−θx}

(γ + θ)Γ(α+ 1)
, (1)

where α, θ, γ, x > 0.
The pdf of the GL distribution reduces to the pdf

of gamma distribution with parameters α and θ, when
γ = 0. In particular case, α = γ = 1 then Eq.1 be-
comes to pdf of the Lindley distribution. Furthermore,
α = 1 and γ = 0 reduce to the pdf of the ordinary ex-
ponential distribution. Figure 1 shows some pdf plots
of the GL distribution with different values.
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Figure 1: The pdf plots of the GL distribution for some val-
ues of α, θ and γ

The moment generating function (mgf) of X is

MX(t) =

(
θ

θ − t

)α+1(
θ − t+ γ

θ + γ

)
.

Then, we got mean and variance of a three parameters
GL random variable can be expressed as

E(X) =
(α+ 1)(θ + γ)− θ

θ(θ + γ)
,

and

V ar(X) =
α+ 2− (α+ 1)2

θ2
+

α+ 1

θ(θ + γ)
− 1

(θ + γ)2
.

The likelihood function of the GL distribution is
given by

L(x
∼
;α, θ, γ) =

[
θα+1

(γ + θ)Γ(α+ 1)

]n
exp

{
−θ

n∑
i=1

xi

}

×
n∏

i=1

xα−1
i (α+ γxi).

(2)

3 Bayesian approach under different loss func-
tions

This section, the existing Bayesian approach in-
cludes posterior distribution and loss function. The

posterior distribution contains the prior distribution
and likelihood function. When the prior distributions
are the uniform and gamma distributions. Moreover,
we are interested in considering various type of loss
function that are the squared error, absolute error and
zero-one loss functions.
3.1 The Posterior distribution

Definition 2. Let f(Θ) is prior distribution where
Θ = (θ1, θ2, . . . , θk) and L(x

∼
|Θ) is the likelihood func-

tion of X then the posterior distribution, denoted by
f(Θ|x

∼
), can be computed as

f(Θ|x
∼
) =

L(x
∼
|Θ)f(Θ)∫

Θ
L(x

∼
|Θ)f(Θ)dΘ

.

3.1.1 The Posterior distribution using the uniform
prior distribution

Theorem 1. The posterior distribution of the GL
distribution with the uniform prior distribution is

f(α, θ, γ|x
∼
) =

w exp

{
−θ

n∑
i=1

xi

}
C(x)

,

where w =

[
θα+1

(γ + θ)Γ(α+ 1)

]n n∏
i=1

xα−1
i (α + γxi)

and C(x) =

∞∫
0

∞∫
0

∞∫
0

w exp

{
−θ

n∑
i=1

xi

}
dαdθdγ.

Proof. The prior of parameters α, θ, γ are the uni-
form distribution as

α ∼ Uniform(aα, bα); aα ≤ α ≤ bα

θ ∼ Uniform(aθ, bθ); aθ ≤ θ ≤ bθ

γ ∼ Uniform(aγ , bγ); aγ ≤ γ ≤ bγ

According to Definition 2 and the uniform prior distri-
bution of parameters α, θ, γ, the posterior distribution
of the GL distribution is obtained by

f(α, θ, γ|x
∼
) =

L(x
∼
|α, θ, γ)f(α)f(θ)f(γ)

∞∫
0

∞∫
0

∞∫
0

L(x
∼
|α, θ, γ)f(α)f(θ)f(γ)dαdθdγ

=

w exp

{
−θ

n∑
i=1

xi

}
(bα − aα)(bθ − aθ)(bγ − aγ)

C(x)/(bα − aα)(bθ − aθ)(bγ − aγ)

=

w exp

{
−θ

n∑
i=1

xi

}
C(x)

.

(3)

3.1.2 The Posterior distribution using the gamma
prior distribution

International Conference on Applied Statistics 2015 73



P. Nanthaprut, P. Khongthip, W. Bodhisuwan and C. Pudprommarat / ICAS2015, July 15-17, 2015, Pattaya, Thailand

Theorem 2. The posterior distribution of the GL
ditribution with the gamma prior distribution is

g(α, θ, γ|x
∼
) =

wy exp

{
−(θ

n∑
i=1

xi + dαα+ dθθ + dγγ)

}
D(x)

,

where y = αcα−1θcθ−1γcγ−1 and
D(x) =

∞∫
0

∞∫
0

∞∫
0

wy exp
{

−
(
θ

n∑
i=1

xi + dαα + dθθ

+dγγ
)}

dαdθdγ.

Proof. Follow Definition 2 and the gamma prior
distribution of three parameters are

α ∼ Gamma(cα, dα); cα, dα > 0

θ ∼ Gamma(cθ, dθ); cθ, dθ > 0

γ ∼ Gamma(cγ , dγ); cγ , dγ > 0.

The gamma prior distribution of parametersα, θ, γ then
the posterior distribution of the GL distribution can be
written as

g(α, θ, γ|x
∼
) =

L(x
∼
|α, θ, γ)f(α)f(θ)f(γ)

∞∫
0

∞∫
0

∞∫
0

L(x
∼
|α, θ, γ)f(α)f(θ)f(γ)dαdθdγ

=

wydcαα dcθθ d
cγ
γ exp

{
−(θ

n∑
i=1

xi + z)

}
Γ(cα)Γ(cθ)Γ(cγ)

D(x)
dcαα dcθθ d

cγ
γ

Γ(cα)Γ(cθ)Γ(cγ)

=

wy exp

{
−(θ

n∑
i=1

xi + z)

}
D(x)

.

(4)

3.2 Loss function
The loss function is used to measure accuracy of

the Bayesian approach. In this section we would like to
show the Bayesian approach under the three loss func-
tions.

Definition 3. Let the estimator θ̂ is real-valued
function that used estimate the parameter θ. The
squared error, absolute and zero-one loss functions are
following

1)LS(θ̂, θ) = (θ − θ̂)2,

2)LA(θ̂, θ) = |θ − θ̂|,

3)LZ(θ̂, θ) =

{
0 ; |θ − θ̂| ≤ c,

1 ; |θ − θ̂| > c.
The squared error of loss function is sometimes

called quadratic loss function. It is widely used for the
Bayesian approach [12].

Theorem 3 Let X ∼ GL(α, θ, γ). By using uni-
form and gamma prior distribution, the Bayesian ap-
proach for the parameterα, θ and γ under squared error
loss function are EUni(α|x

∼
), EGam(α|x

∼
), EUni(θ|x

∼
),

EGam(θ|x
∼
), EUni(γ|x

∼
) and EGam(γ|x

∼
), respectively.

Proof The squared error loss function from Defini-
tion 3 and uniform prior distribution from Theorem 1

are applied in posterior expectation,

E(LS(α̂, α)|x
∼
) =

∫ ∞

0

(α− α̂)2f(α, θ, γ|x
∼
)dα. (5)

For minimizing the expected loss function the deriva-
tive Eq. 5 with respect to α is equated to zero

∂

∂α̂

∫ ∞

0

(α− α̂)2f(α, θ, γ|x
∼
)dα = 0,

2

∫ ∞

0

(α− α̂)f(α, θ, γ|x
∼
)dα = 0,

2

(∫ ∞

0

αf(α, θ, γ|x
∼
)dα− α̂

)
= 0,

2(EUni(α|x
∼
)− α̂) = 0,

α̂ = EUni(α|x
∼
).

Similarly, the f(α, θ, γ|x
∼
) in Eq. 5 is replaced

by g(α, θ, γ|x
∼
) from Theorem 2. We then obtain

EGam(α|x
∼
). If we use the parameter θ instead of pa-

rameter α then we obtain EUni(θ|x
∼
) and EGam(θ|x

∼
),

respectively. Moreover, if we chance the parameter α
to γ, we got EUni(θ|x

∼
) and EGam(θ|x

∼
), respectively.

Some situations of the data have outlying observa-
tions, the Bayesian approach based on the square error
loss function is sensitive to this situation. Since, it is
fast-growing loss function [12]. So, the absolute error
loss function that is slowly growing loss function is
play important role for this situation.

Theorem 4 Let X ∼ GL(α, θ, γ). By using uni-
form and gamma prior distribution, the Bayesian ap-
proach for the parameter α, θ and γ under absolute er-
ror loss function are MedUni(α|x

∼
), MedGam(α|x

∼
),

MedUni(θ|x
∼
), MedGam(θ|x

∼
), MedUni(γ|x

∼
) and

MedGam(γ|x
∼
), respectively.

Proof From Definition 3 and Theorem 1, the abso-
lute error loss function and uniform prior distribution
are plugged into posterior expectation as follows

E(LA(α̂, α)|x
∼
) =

∫ ∞

0

|α− α̂|f(α, θ, γ|x
∼
)dα. (6)

we will minimize the Eq. 6 by

∂

∂α̂

∫ ∞

0

|α− α̂|f(α, θ, γ|x
∼
)dα = 0,

∂

∂α̂

(∫
α≤α̂

(α̂− α))f(α|x
∼
)dα+∫

α>α̂

(α− α̂)f(α, θ, γ|x
∼
)dα

)
= 0,

∂

∂α̂

(∫ α̂

0

α̂f(α, θ, γ|x
∼
)dα−

∫ α̂

0

αf(α, θ, γ|x
∼
)dα+∫ ∞

α̂

αf(α, θ, γ|x
∼
)dα−

∫ ∞

α̂

α̂f(α, θ, γ|x
∼
)dα

)
= 0,∫ α̂

0

f(α, θ, γ|x
∼
)dα−

∫ ∞

α̂

f(α, θ, γ|x
∼
)dα = 0.
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The last equation is only satisfied by median,
MedUni(α|x

∼
). Similarly, if use the Theorem 2 instead

of the Theorem 1. We obtainMedGam(α|x
∼
) for gamma

prior distribution case. We got the MedUni(θ|x
∼
) and

MedGam(θ|x
∼
), respectively if we plugged in the pa-

rameter θ instead of parameter α. In addition, we
obtainMedUni(γ|x

∼
) andMedGam(γ|x

∼
), respectively.

Furthermore, the zero-one loss function is one of
the insensitive loss functions that is interesting [14].

Theorem 5 Let X ∼ GL(α, θ, γ). By using
uniform and gamma prior distribution, the Bayesian
approach for the parameter α, θ and γ under zero-
one loss function are ModUni(α|x

∼
), ModGam(α|x

∼
),

ModUni(θ|x
∼
), ModGam(θ|x

∼
), ModUni(γ|x

∼
) and

ModGam(γ|x
∼
), respectively.

Proof We replace the zero-one loss function in
posterior expectation

E(LZ(α̂, α|x
∼
) =

∫ ∞

0

LZ(α̂, α)f(α, θ, γ|x
∼
)dα

=

∫ α̂−c

0

f(α, θ, γ|x
∼
)dα+∫ ∞

α̂+c

f(α, θ, γ|x
∼
)dα

= 1−
∫ α̂+c

α̂−c

f(α, θ, γ|x
∼
)dα (7)

For this case, we consider Eq. 7. It has mini-
mize value when

∫ α̂+c

α̂−c
f(α, θ, γ|x

∼
)dθ close to 1 with

small value of c which is maximized by posterior
mode, ModUni(α|x

∼
). For gamma prior distribution,

we changed the Theorem 1 is the Theorem 2 and obtain
ModGam(α|x

∼
). If we use the θ instead of the parameter

α, we obtainModUni(θ|x
∼
) andModGam(θ|x

∼
), respec-

tively. Moreover, if we replace the parameter α by pa-
rameter γ the we gotModUni(γ|x

∼
) andModGam(γ|x

∼
),

respectively.
The estimating parametors by Bayesian approach

in Theorems 3, 4 and 5 cannot be expressed in closed
form, so, we use the MCMC techniques base on Gibbs
sampling to solve the problem.

4 Application

In this section, we illustrate the applicability of the
GL distribution which estimate parameters values by
Bayesian approach for two real data sets. The criteria
used for comparison the estimator are log-likelihood
(LL), Akaike information criterion (AIC), Bayesian in-
formation criterion (BIC), and Kolmogorov-Smirnov

test.

LL = logL(x
∼
; Θ),

AIC = −2LL+ 2k,

BIC = −2LL+ k ∗ log(n),
K − S = Sup

x
|Fn(x)− F (x)|,

when L(x
∼
; Θ) is the likelihood function, k is the num-

ber of estimated parameter in model, n is the number of
observation, Fn(x) is empirical distribution, and F (x)
is distribution function.

The example I is the lifetime data (years) for more
complex system and its components and they are 17.2,
10.85, 33.7, 55.55, 52.85, 11.93, 39.5, 9.21, 55.14,
26.68, 52.42, 30.85, 31.27, 14.85, 29.87, 43.51, 46.44,
58.67, 63.11, 28.45 [15]. The example II is the real
data set for the lifetime data which given arose in tests
on endurance of deep groove ball bearings and they are
17.88, 28.92, 33.00, 41.52, 42.12, 45.60, 48.80, 51.84,
51.96, 54.12, 55.56, 67.80, 68.44, 68.64, 68.88, 84.12,
93.12, 98.64, 105.12, 105.84, 127.92, 128.04, 173.40
[16]. Tables 1 arises from the Bayes approach under
different loss functions and prior distributions by us-
ing R language and OpenBUGS program with 25,000
iterations after a 5,000 iterations burn-in. Figs. 2 - 5
show trace plot of simulated parameters with different
prior distributions for two examples.

Figure 2: Trace plot of samples for parameters α, θ, γ re-
spectively with the uniform prior distribution for example I.
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Table 1: The value of estimated parameters, log-likelihood, AIC, BIC and KS-statistic

Squared error loss Absolute error loss Zero-one loss
Example Parameter Uniform Gamma Uniform Gamma Uniform Gamma

prior prior prior prior prior prior
I α 3.682 3.233 3.618 3.178 3.530 3.866

θ 0.119 0.100 0.117 0.098 0.112 0.095
γ 0.158 0.162 0.158 0.046 0.288 2.07E-05
LL -85.149 -85.274 -85.135 -85.140 -85.334 -85.803
AIC 176.297 176.548 176.269 176.280 176.667 177.607
BIC 179.284 179.535 179.257 179.267 179.654 180.594
KS 0.136 0.125 0.131 0.129 0.140 0.152

p-value 0.807 0.876 0.840 0.854 0.777 0.686
II α 3.429 2.934 3.358 2.865 2.778 2.946

θ 0.062 0.054 0.061 0.053 0.059 0.056
γ 13.689 13.679 13.600 13.530 20.270 12.210
LL -113.085 -113.030 -113.066 -113.039 -113.784 -113.043
AIC 232.171 232.061 232.132 232.077 233.568 232.087
BIC 235.577 235.467 235.538 235.484 236.974 235.493
KS 0.121 0.123 0.122 0.124 0.145 0.109

p-value 0.853 0.838 0.846 0.832 0.664 0.922

Figure 3: Trace plot of samples for parameters α, θ, γ re-
spectively with the gamma prior distribution for example I.

Figure 4: Trace plot of samples for parameters α, θ, γ re-
spectively with the uniform prior distribution for example II.
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Figure 5: Trace plot of samples for parameters α, θ, γ re-
spectively with the gamma prior distribution for example II.

5 Conclusion and discussion

In this paper, parameter estimation of GL distribu-
tion by Bayesian approach using different loss func-
tions which are the squared error, absolute error and
zero-one loss functions are presented. Investigations
are done based on the uniform and gamma prior distri-
butions. In case of the uniform prior distribution we
found that the absolute error loss function gives the
highest p − value in example I, but the squared loss
function provides the highest p − value in example II.
Next the gamma prior distribution, the squared error
loss function show the highest p− value in example I.
In the other hand, the zero-one loss function presents
the highest p− value in example II.

We found that from real data sets based on fitting
with GL distribution and parameter estimation of the
distribution using Bayesian approach, the results of pa-
rameter estimation showed that there are some differ-
ent results based on specified criteria. Wemay conduct
some simulation study for comparison purpose.
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Abstract   

In this paper, we study estimating parameters of crack distribution by using  maximum likelihood estimation, method of moments and Baysian 
approach are derived under square error  loss function. For application, we are compare estimator parameter of maximum likelihood estimation, 
method of moments and Baysian approach. Based on the results, we have shown that estimating parameters of crack distribution by using Bayesian 
approach provides a better fit compared to maximum likelihood estimation and method of moments. 
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1. Introduction   
 

The crack distribution has three parameters 
distributions, also known as the inverse Gaussian 
mixture distribution which are Inverse Gaussian (IG) 
and Length Biased Inverse Gaussian (LBIG) 
distribution, was studied by Jorgensen et al. [1], 
Balakrishnan et al. [2] and Bowonrattanaset and 
Budsaba. [3]. This distribution is used as a lifetime 
distribution in the various models of reliability theory. 
Applications using the Crack distribution can be found 
in many areas, for instance, physics, engineering, 
biomedical and economics.  

Estimation (or estimating) parameter is the process 
of finding an estimate, or approximation, which is a 
value that is usable for some purpose even if input data 
may be incomplete, uncertain or unstable. The value is 
nonetheless usable because it is derived from the best 
information available.Typically, estimation involves 
"using the value of a statistic derived from a sample to 
estimate the value of a corresponding population 
parameter". The sample provides information that can 
be projected, through various formal or informal 
processes, to determine a range most likely to describe 
the missing information. An estimate that turns out  to 
be incorrect will be an overestimate if the estimate 
exceeded the actual result, and anunderestimate if the 
estimate fell short of the actual result. Generally, several 
methods of estimating parameters will be analysed. In 
order to estimate the parameters, it is necessary to know 
the sampling theory and statistical inference. 

This manual will use one of the general methods 
most commonly used in the estimation of parameters 
which are maximum likelihood (MLE),  the moments 
method (MM). In many cases this method uses iterative 
processes, which require the adoption of initial values. 
Therefore, particular methods will also be presented, 
which obtain estimates close to the real values of the 
parameters. In many situations, these initial estimates 
also have a practical interest.  

In this paper, we considers estimating parameters of 
crack distribution by using  maximum likelihood 

estimation, method of moments and Bayesian approach      
are derived under square error loss function. The 
engineering interpretation of Crack random variable is 
time after a machine element is started to be forced by a 
cyclic or non-cyclic loading until the crack achieves the 
critical value. After a machine element is forced, a 
slightly crack may happen but the element could still 
works. When it arrives the critical point, tolerance 
exceeds and the element does not properly work 
anymore. 

The plan of the paper is as follows. First we show 
estimating parameters of Crack distribution by using  
maximum likelihood estimation, method of moments 
and Baysian approach are derived under square error  
loss function. Finally, we have shown application of 
Crack distribution is carried out on one sample of   
lifetime data.  

 
2. Crack distribution 

The crack distribution related to two distributions: 
the Inverse Gaussian distribution and the Length Biased 
Inverse Gaussian distribution is denoted as CR  (P, λ , 
θ ) and has the density function :    

 
( ;  ,  ,  )  ( ;  ,  )  ( ;  ,  ),IG LBf x P pf x pf xλ θ λ θ λ θ= +

 
where 0 ;  0 , 0 , 0 1.x pλ θ> > > ≤ ≤  

 
That is  

( )
3 2
2 1

( , , , ) exp
22

CR

x x
f x p p

x

λ θ
λ θ

θ λθ π
= − −

⎡ ⎤⎧ ⎫⎛ ⎞⎪ ⎪⎢ ⎥⎨ ⎬⎜ ⎟
⎝ ⎠⎢ ⎥⎪ ⎪⎩ ⎭⎣ ⎦

          

              ( )
3 2
21 1

(1 ) exp
22

,x x x
p

θ θ λθ π
+ − − −

⎡ ⎤⎧ ⎫⎛ ⎞⎪ ⎪⎢ ⎥⎨ ⎬⎜ ⎟
⎝ ⎠⎢ ⎥⎪ ⎪⎩ ⎭⎣ ⎦

 

 
where 0 ;  0 , 0 , 0 1.x pλ θ> > > ≤ ≤  
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The relations between classical parameters ,p λ  
and θ , which mean and varain follows:  

 
  ( ) = 1 pμ θ λ− + , 
 

( ) ( )22 2 = 3 1 1p pσ θ λ⎡ ⎤− − − +⎣ ⎦ . 

 
 3. Parameters Estimation by Maximum Likelihood  
 
 The parameter estimation for the crack distribution 
via the Maximum Likelihood (MLE)  method procedure 
will be discussed. Let  1 2, ,..., nX X X  be a random 

sample from : ( , , )X CR p λ θ and let Tδ=(p,λ,θ) be 
the vector of the model parameters, the likelihood 
function for δ  is given by:  
 
 1 2 3( ) ( | x , x , ,..., x ),nL L xδ δ=  

( )
3 1
2 2

1

2

1( ) 1
2

1exp ,
2

n

i i i

i

i

L p p
x x

x
x

θ θδ λ
θ π

θλ
θ

=

⎧ ⎡ ⎤
⎛ ⎞ ⎛ ⎞⎪ ⎢ ⎥= + −⎨ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎪ ⎢ ⎥⎣ ⎦⎩

⎫⎡ ⎤⎛ ⎞ ⎪⎢ ⎥× − −⎜ ⎟ ⎬⎜ ⎟⎢ ⎥⎪⎝ ⎠⎣ ⎦⎭

∏
 

where as 0, i 1,2,3, , .ix n> = …  
The  log-likelihood function is give by 
 

( )
1

2

1 1

1

1log L( ) = log log 2
2 2 2

1 3 log
2 2

log(p (1 p) ).

n

i
i

n n

i
i ii

n

i
i

n n n x

x
x

x

δ θ π λ
θ

λ θ

λθ

=

= =

=

− − + −

− −

+ + −

∑

∑ ∑

∑
         
The first step for finding the optimal values of the 
parameters obtained by differentiating in Eg.(2) with 
respect to ,p λ  and θ  give rise to the following 
equation: 
 

1
log ( ) = ,

(1 )

n
i

i i

xL
p p p x

λθδ
λθ=

∂ −
∂ + −∑  

1

1

1log ( )  
λ

,
(1 )

n

i i

n

i i

L n
x
p

p p x

δ λθ

θ
λθ

=

=

∂
= −

∂

+
+ −

∑

∑
2

2
1 1

1

1 1log ( ) =
2 2 2
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n n

i
i i i

n

i i

nL x
x

p
p p x

λδ
θ θ θ

λ
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+
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∑
 

 

The MLE of the parameter ,p λ  and θ  are l ,MLEp  

�
MLEλ and ˆ

MLEθ  respectively, which are obtained by 
solving iteratively Eq.(3) – (5). Since there are not 
insimple form, a numerical method can be employed to 
obtain the expectations of the parameter estimation by 
using R language. 
 
4. Parameters Estimation by Method of moments  

 
 We can also estimate parameter of crack distribution 
by the method of moments (MM) following 
Bowonrattanaset and Budsaba [3], the first second and 
thrid moment of the Crack distribution X are  
  
 1 ( ) ( 1 )m E X pλ θ= = + − ,                             (6) 
              

2 3 2
2 ( ) 3 2 3 3m E X p pλ λ λ θ⎡ ⎤= = + − − +⎣ ⎦ ,   (7) 

 
3 3 2 2

3 ( ) [ 6 15 3m E X pλ λ λ λ= = + + −  

                          3-12 -15 15]p pλ θ+ .                 (8) 

 
The MM estimates ˆMMp , ˆ

MMλ  and ˆ
MMθ for the 

parameters p , λ  and θ  respectively, are obtained by 
solving iteratively Eq.(6) – (8). We use gmm function in 
statistical package of R language. 

 
 

5. Parameters Estimation by Bayesian Approach 
 

The crack distribution using Bayes approach under 
square error loss function will be discussed. The 
parameters ,p λ  and θ are assumed to be unknown, 
the prior distribution for p  is take to be a beta 
distribution and λ and θ are take to be a gamma 
distribution, which given by 

 
 
 
 
 

(5) 

(3) 

(4) 

(2) 

(1) 
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                    ( , ),p beta a b∼  

                    ( , ),Gamma λ λλ α β∼  

                   ( , ),Gamma θ θθ α β∼  
which pdf of 

1 11( ) (1 ) , , 0,
( , )

a bp p p a b
B a b

π − −= − >

( )
11( ) exp( ), , 0,

( ) λ

α
λ λα

λλ λ

λπ λ λ α β
βα β

−= − >
Γ

( )
11( ) exp( ), , 0

( )
θ

θ

α
θ θα

θθ θ

θπ θ θ α β
βα β

−= − >
Γ

. 

  Since  ,p λ  and θ  are assumed to be 
independence, then the  joint prior distribution of  ,p λ  
and θ  is form 

1 11( , , ) (1 )
( , )

a bp p p
B a b

π λ θ − −= −  

               
( )

11 exp( )
( ) λ

α
α

λλ λ

λλ
βα β

−× −
Γ

 

   
( )

11 exp( ).
( )

θ

θ

α
α

θθ θ

θθ
βα β

−× −
Γ

(9) 

 
Combining the prior distribution with likelihood 

function given by Eq.(9) and Eq.(1) respectively, we get 
the joint distribution has the pdf which is obtain by 

( )
3 1
2 2

1

2

1( , , , ) 1
2

1exp
2

n

i i i

i

i

x p p p
x x

x
x

θ θπ λ θ λ
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                       1 11 (1 )
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θ
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α
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In addition, the marginal distribution can be written 
as 

1

0 0 0

( ) ( , , , )x x p d d dpπ π λ θ θ λ
∞ ∞

=∫ ∫ ∫  

Therefore, we can easily obtain the posterior 
distribution of ,p λ  and θ  is given by 

( , , , )( , , | )
( )

x pp x
x

π λ θπ λ θ
π

=                              (10) 

As a result, the Bayes approach of ,p λ  and θ  
based on the square error loss function are respectively 
obtained as 

 
1

0 0 0

ˆ ( , , | )Bayesp p p x dp d dπ λ θ λ θ
∞ ∞

= ∫ ∫ ∫ , 

�
1

0 0 0

( , , | ) ,Bayes p x d d dpλ λπ λ θ λ θ
∞ ∞

= ∫ ∫ ∫  

�
Bayesθ =

1

0 0 0

( , , | ) .p x d d dpθπ λ θ θ λ
∞ ∞

∫ ∫ ∫  

The posterior distribution, Eq.(10) can not be 
expressed  in an explicit form. Therefore the Bayesian 
approach is derived by using numerical integration 
which is Markov Chain Monte Carlo (MCMC) 
technique to generate samples from the posterior 
distribution and in turn computing the Bayesian 
approach estimation such as Metropolis, Metropolis – 
Hastings and Gilbbs sampling. In this study, the Gibbs 
sampling is performed for obtaining posterior 
distribution to estimated the parameters of the Crack 
distribution. Furthermore, the computational method is 
illustrated by using R language and Open Bayesian 
Using Gibbs Sampling (OpenBUGS) program. 

 
6. Application 

 
In this section, we applied to real data set which was 

taken from Hsieh’s data [5]. The data provides 
information on active repair times (in hours) for an 
airborne communication transceiver which are given in 
Table 1. The parameter estimates of this distribution for 
parameters ,p λ  and θ  by using the MLE, MM, and 
Bayes approach. Bayes approach under square error loss 
function will be discussed, the prior distribution for 

~ (0.17,0.20)p beta , ~ (0.05,0.11)Gammaλ and 
~ (1.52,0.30)Gammaθ . We compare the 

parameter estimation based on the MLE, the MM, and 
the Bayes approach by histogramin Figure 4. 

 
Table 1: Repair lifetimes (in hours) of an airborne 

transceiver 
 
 

0.2 0.3 0.5 0.5 0.5 0.5 0.6 0.6 
0.7 0.7 0.7 0.8 0.8 1.0 1.0 1.0 
1.0 1.1 1.3 1.5 1.5 1.5 1.5 2.0 
2.0 2.2 2.5 2.7 3.0 3.0 3.3 3.3 
4.0 4.0 4.5 4.7 5.0 5.0 5.4 7.0 
7.5 8.8 9.0 10.3 22.0 24.5   
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Figure 1: Trace plot of samples for parameter p  
with the beta prior distribution for real data. 
 

 
 
Figure 2: Trace plot of samples for parameter λ  
with the gamma prior distribution for real data.  
 

 
Figure 3: Trace plot of sample for parameter θ  
with the gamma prior distribution for real data. 

 
 

Figure 4 The density function of the repair lifetimes  
                  (in hours) of an airborne transceiver 

 
7. Conclusion 
 

In this paper, we consider estimating parameters of 
crack distribution by using maximum likelihood 
estimation, method of moments and Baysian approach 
are derived under square error  loss function. For 
application, we are compare estimator parameter of 
maximum likelihood estimation, method of moments 
and Baysian approach. Bayesian approach is the most 
perfecte parameter eatimation for  data set.  
 

 
Table 2:  MLE, Moment, Bayesian of the model parameters for the repair lifetime of an airborne transceiver, LL ,AIC, BIC, MSE 
and  KS 
 

Parameters Estimation 
Estimate parameters 

LL AIC BIC KS p-value 
P  λ  θ  

Maximum Likelihood 0.8475 0.5652 5.0251 14.3552 34.7104 40.1964 1.8964 0.876 

Method of moments 0.6694 0.7163 3.7320 76.1465 98.1601 92.6742 1.4173 <0.001 

Bayesian Approach 0.5005 0.1325 7.5118 11.4963 37.0271 41.9846 1.9432 0.963 
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Abstract 

   The Black-Scholes equation is the famous financial model that relates with an option. Nowadays, a fractional calculus is 
an excellent tool for solving problems in many vital fields. A fractional differential equation are widely used for many research with 
continuous and discrete approaches. In this research, the fractional Black-Scholes equation in financial problem is solved by using 
the numerical method. This equation is a fractional partial differential equation for the option price of a European call or European 
put under the Black-Scholes model. The implicit finite difference method and MLPG2 are used for discretizing the governing 
equation in time variable and option price, respectively. The time fractional derivative uses the Caputo partial derivative of fractional 
order . The numerical examples for varieties of variables are also included.  

Keywords: European option, fractional Black-Scholes equation, MLPG,  moving kriging interpolation. 

 

 

1. Introduction 
 
The first  idea of fractional calculus is considered to 

be the Leibniz’s letter to L’Hospital in 1965. Fractional 
calculus is a name for the theory of derivatives and 
integrals of arbitrary order. The famous definition of a 
fractional calculus are the Riemann-Liouville and 
Grunwald-Letnikov definition [1]. Caputo reformulated 
the definition of the Riemann-Liouvillein order to use 
integer order initial conditions to solve fractional 
differential equation [2]. Fractional differential equation 
have attracted much attention during the past few 
decades. This is the fact that fractional calculus supply 
an competent and excellent tool for the description of 
many important phenomena such as electromagnetic, 
physics, chemistry, biology, economy and many more. 

  
Black-Scholes equation, which is proposed by 

Fisher Black and Myron Scholes [3], is the financial 
model that concern with option. An option is a contract 
between the seller and the buyer. It consists of a call 
option and a put option. Option valuation depends on 
the underlying asset price and time. The European 
option can only be exercised at the expiration date, but 
the American option can be exercised at any time before 
expiration date. The solution of Black-Scholes equation 
provides an option pricing formula for European option. 
The analytic solution is used in general case with basic 
assumption but it is not satisfied in some conditions. 
Some restrictions were appeared in the classical Black-
Scholes equation that is the weaken of this model. 
Original assumptions were relieved by other models 
such as models with transaction cost [4-5], Jump-
diffusion model [6], Stochastic volatility model [7] and 
Fractional Black-Scholes model [8-9].    

 
 

Fractional Black-Scholes model is derived by many 
researchers. Some restrictions  were appeared in the 
classical Black-Scholes equation that is the weaken of 
this model [10]. The Fractional Black-Scholes models 
are derived by substitute the standard Brownian motion 
with fractional Brownian motion.    

 
In this paper, we propose a numerical method base 

on Meshless Local Petrov-Galerkin (MLPG) method to 
solve a fractional Black-Scholes equation. The MLPG is 
a truly meshless method, which involves not only a 
meshless interpolation for the trial functions, but also a 
meshless integration of the weak-form, [11]. MLPG2 is 
chosen for this research so the Kronecker delta is the 
test function. This method will avoid the domain 
integral in the weak-form. 

 
 
2. Problem Formulation 
 
The Black-Scholes equation is the outstanding 

financial equation that solve the European option 
pricing without a transaction cost. Moreover, underlying 
asset price distributed on the lognormal random walk, 
risk-free interest rate, no dividend and no arbitrate 
opportunity are fundamental assumption. The fractional 
Black-Scholes equation is following  

 

( ) ( ) ( )
2

2 2
2

1 , 0
2

u u ur s s s r u
s s

α

α τ σ τ τ
τ
∂ ∂ ∂

+ + − =
∂∂ ∂

 

                (2.1) 
( , ) [0, ]s Tτ + ×∈  with the terminal and boundary 

condition 
    

( ) ( ) ( ) [ ], max ,0 , , 0, 0, 0, ,u s T s E s u Tτ τ+= − ∈ = ∈R  
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where u(s,τ ) is the value of European call option at 
underlying asset price s at time ,τ T is the expiration 
date, r is the risk-free interest rate, σ  is the volatility of 
underlying asset price and E is the strike price. Basic 
definition of fractional calculus as following  

Definition 1. The Riemann-Liouville fractional 
integral operator of order 0α > , of a function 

( ) , 1f t Cμ μ∈ ≥ −  is defined as [12], 

( ) ( ) ( )1

0

1 , ( 0)
Γ(α)

t

J f t t f dαα τ τ τ α−= − >∫  

   ( ) ( )0 .J f t f t=  
For the The Riemann-Liouville fractional integral, 

we have: 

Γ(γ 1)
Γ(γ α 1)

J t tα γ α γ++
=

+ +
 

 
Definition 2. The fractional derivative of  f(t) in the 

Caputo sense  is defined as [13], 

( ) ( ) ( )1

0
(

1( ) ( ) ,
)

t
m mm m

m
D f t J D f t t f dαα α
τ τ τ τ

α
− −−

Γ −
= = −∫

for    1 , , 0.m m m N tα− < ≤ ∈ >   

For the Riemann-Liouville fractional integral and 
the Caputo fractional derivative, we have the following 
relation 

( ) ( ) ( )

0

1

(0 )
!

m k
k

k

tJ D f t f t f
k

α α
τ τ

=

−

+= −∑ . 

 
Definition 3. The Mittag-Leffler is defined as [14] 

( ) ( ) ( )
0

, ( ,Re 0).
Γ αk 1

k

k

zE z Cα α α
=

∞

= ∈ >
+∑  

   

From Eq.(2.1), when s goes to zero then 
degenerating will occur in approximation. We transform 
the Black-Scholes equation into a nondegenerate partial 
differential equation by using a logarithmic  

transformation 21ln , ( ),
2

x s t Tσ τ= = −  and define the 

computational domain for convenient in numerical 
experiments by 

min, max [0, ]x x T⎡ ⎤Ω = ×⎣ ⎦ ,where  

( )min maxln 4 , ln(4 )x E x E= − = , [15]. 

 
2

2 2
2

1 1 0,
2 2

u u u ur ru
x xt x

α

ασ σ
⎛ ⎞∂ ∂ ∂ ∂

− + + − − =⎜ ⎟⎜ ⎟∂ ∂∂ ∂⎝ ⎠
    (2.2) 

2

2 2 2
2 2 ,u r u u u r u

x xt x

α

α σ σ
∂ ∂ ∂ ∂

= − + −
∂ ∂∂ ∂

 where 2
2rk
σ

=  

             

Therefore     ( )
2

21 ,u u uk ku
xt x

α

α
∂ ∂ ∂

= − + −
∂∂ ∂

         (2.3) 

 

( ) ( ) min max,0 max ,0 , ( , ),xu x e E x x x= − ∈  

( ) ( )
( )

[ ]max 0
min, max, 0, , , 0, .

t

r s ds
xu x t u x t e Ee t T

−

= = − ∈
∫

 

   3. Spatial Discretization 
 

The MLPG method construct the local weak 
form over local subdomain, which is a small region 
taken for each node in global domain. Multiplying test 
function iv  into Eq.(2.3) and then integrate over  
subdomain (Ω )i

s which is located inside the global 
domain (Ω ) yields the following expression 

( )
2

2
Ω Ω

Ω ( 1 ) Ω,
i i
s s

i i
u u uv d k ku v d

xt x

α

α

∂ ∂ ∂
= + − −

∂∂ ∂∫ ∫     (3.1)   
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    Where iv  is a test function that make 
significant for each nodes. Rearrange Eq.(3.1), we have 

Ω Ω Ω Ω

Ω , Ω ( 1) , Ω Ω,
i i i i
s s s s

i xx i x i i
u v d u v d k u v d kuv d

t

α

α

∂
= + − −

∂∫ ∫ ∫ ∫
                                                                                 (3.2) 

Where 
2

2, , ,xx x
u uu u

xx
∂ ∂

= =
∂∂

. Substituting trial 

function ( ) ( )
1

ˆ, ( )
N

h
j j

j

u x t x u tφ
=

= ∑  into u in Eq.(3.2)

( ) ( ) ( ) ( ) ( ) ( ),
1 1Ω

ˆ
ΩˆΩ

i
s

N N

j i j xx i
j j

j
j

u t
x uv x d x v x t d

t

α

αφ φ
= =

∂
=

∂∑ ∑∫ ∫

( ) ( ) ( ),
1Ω

( 1) ˆ Ω
i
s

N

x
j

jj ik x v x u t dφ
=

+ − ∑∫

( )
1Ω

( (ˆ) ) Ω
i
s

N

jj i
j

k x v t duxφ
=

− ∑∫                                   (3.3) 

where
 
N is the number of nodes surrounding point x 

which has the effect on u(x) and 
 

ˆ ju  is value of option 

at time t. The shape function, jφ , is constructed by 

moving kriging interpolation which has the Kronecker 
delta property, thereby enhancing the arrangement 
nodal shape construction accuracy. Rearrange Eq.(3.3) 
yields the following result 

( ) ( ) ( ) ( ),
Ω1 1Ω

ˆ
ˆΩ ( ) ( ) Ω

i i
s s

N

j i j xx i

N
j

j
j

j

t
x v x d x v x t d

u
t

u
α

αφ φ
==

⎛ ⎞∂
=⎜ ⎟⎜ ⎟∂⎝ ⎠

∑ ∑∫ ∫

( ) ( ),
1Ω

( 1) Ωˆ ( )
i
s

N

j x i j
j

k x v x du tφ
=

+ − ∑ ∫

( )
1Ω

) ˆ( Ω( )
i
s

N

jj i
j

k x v x du tφ
=

− ∑ ∫                (3.4) 

This research use MLPG2 then the test function is 
chosen by Kronecker delta function,

  
 

 ( )
0,

, 1,2, , .
1,

i
i

i

x x
v x i N

x x
≠⎧

= = …⎨ =⎩
 

The test function will define significance for each 
node in subdomain. In this case, substituting test 
function )(xvi to Eq.(3.4) and then integrate over 

subdomain 
i
sΩ  yields the following result 

( ) ( ) ( ) ( ), ,
1 1

[ ( 1
ˆ

)
N N

j i j xx i j x i
j

j

j

d t
x k

d
u

x x
t

α

αφ φ φ
= =

= + −∑ ∑  

       ( ) ( )] ˆj i jk x tuφ−              (3.5)   

Eq.(3.5) can be written in the matrix form as following 

,d UA BU
dt

α

α =                           (3.6) 

 

where  ( ),[ ] ,ij N N ij j iA A A xφ×= =  

( ) ( ) ( ), ,[ ] , ( 1) ,ij N N ij j xx i j x i j iB B B x k x k xφ φ φ×= = + − −  

1 2 3ˆ ˆ ˆ ˆ[ ]T
NU u u u u= …  

 Since the shape function that is constructed by the 
moving kriging interpolation satisfy the Kronecker delta 
property, A is the identity matrix. Therefore, Eq.(3.6) 
can be written as  

d U BU
dt

α

α =                                           (3.7) 

 
4. Temporal Discretization 
 

The numerical solution of European option use 
the implicit finite difference method. By a finite 
approximation made for the time fractional derivative 

with notation 
( , )i nu x t
t

α

α

∂
∂

 that approximates the exact 

solution ( ),i nu x t  at time level n,  we restrict attention 

to the finite space domain min maxx x x< < with 
0 1.α< <  The time fractional derivative use the 
implicit finite difference [16], defined by    

( ) ( )1
,

1

n
n j n j

t
j

d U U U O t
dt

α

αα σ − + −
Δ

=

= − + Δ∑          (4.1) 

where        
( ),

1 1 1
Γ 1 1 ( )t tα ασ

α αΔ =
− − Δ

. 

      Hence,  ( ) ( )n
t i

d U D U O t
dt

α
α

α = + Δ . 

 The first-order approximation method for the 
computation of Caputo’s fractional derivative is given 
by 

( ) ( ) ( )1
,

1

n
n n j n j

t k j
j

D U U Uα α
ασ ω − + −

=

= −∑              (4.2) 

where   
( ) 1 1( 1)j j jα α αω − −= − −  . 

 Consider the Eq. (4.2) and substitute time fractional 
derivative that following     
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( ) ( ) ( )1
,

1

,
n

n j n j n
k j

j

U U O t BUα
ασ ω − + −

=

− + Δ =∑
( ) ( ) ( ) ( )1 1

, 1 ,
2

,
n

n n n j n j n
k k j

j

U U U U BUα α
α ασ ω σ ω− − + −

=

− = − − +∑  

 We consider the first case for 1n =   

Case 1n =                                       
( ) ( )1 0 1

, 1 ,k U U BUα
ασ ω − =  

( ) ( )1 0
, 1 , 1( ) ,k kI B U Uα α

α ασ ω σ ω− =  

Case 2n ≥            

( )( ) ( ) 1
, 1 , 1

n n
k kI B U Uα α

α ασ ω σ ω −− =  

                          ( ) ( )1
,

2

.
n

n j n j
k j

j

U Uα
ασ ω − + −

=

− −∑  

 
 
5. Numerical Examples 

             In this section, we are going to present various 
numerical results to evaluate proposed meshless 
approaches. Using the MLPG2 method, the resulting 
problems for European call options are solved via 
implicit finite difference method.  

The European call option can be modeled by fractional 
Black-Scholes PDE as following : [17] 
 

( )
2

2 1 , 0 1.u u uk ku
xt x

α

α α∂ ∂ ∂
= + − − < <

∂∂ ∂
                    (5.1) 

where 2
2rk
σ

= . 

with initial condition given by  
( ) ( ),0 max ,0 , .xu x e E x += − ∈R                       (5.2) 

 The analytical solution for the European call option is 

 ( ) ( ), max ,0 (1 ( ))xu x t e E ktαα= − −          
               ( )max 1,0 ( )xe E ktαα+ − −            (5.3) 

where  
0

( )( )
( 1)

n

n

ktE kt
n

α
α

α α

∞

=

−
− =

Γ +∑  

Example 1. We consider the fractional Black-Scholes 
equation in Eq.(5.1). The numerical simulation was 
done for European call option with parameters as 
following: 
 
Case 1. For 0.2, 0.04, 0.5, 2, 2r T kσ α= = = = = . In 
this case , we get the exact solution as following : 
( ) ( ) ( )2 2, max ,0 (1 ) max 1,0 ,x t x tu x t e e e e− −= − + −  

 
 

 

 

 Figure 1. The approximate solution compare with the 
exact solution for 0.2, 0.04,rσ = =  

0.5, 2, .k t Tα = = =  

 Figure 2. The approximate solution compare with the 
exact solution for 0.2, 0.04, 0.5, 2,r kσ α= = = =  

0 .t T≤ ≤  

Case 2. For 0.2, 0.01, 0.99, 4, 5r T kσ α= = = = = In 
this case, we get the exact solution as following : 
( ) ( ) ( )5 5, max ,0 (1 ) max 1,0 ,x t x tu x t e e e e− −= − + −  
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Figure 3. The approximate solution compare with the 
exact solution for 0.2, 0.01, 0.99,rσ α= = =  

5, .k t T= =  

Figure 4. The approximate solution compare with the 
exact solution for 0.2, 0.01, 0.99, 5,r kσ α= = = =  

0 .t T≤ ≤  
 

Case 3. For 0.1, 0.06, 0.99, 1, 12r T kσ α= = = = = . In 
this case , we get the exact solution as following : 

( ) ( ) ( )12 12, max ,0 (1 ) max 1,0 ,x t x tu x t e e e e− −= − + −  
 
 
  

 

 

Figure 5. The approximate solution compare with the 
exact solution for 0.1, 0.06, 0.99,rσ α= = =  

12, .k t T= =  
. 

Figure 6. The approximate solution compare with the 
exact solution for 0.1, 0.06, 0.99, 12r kσ α= = = =  

0 .t T≤ ≤  
 
Case 4. For 0.4(2 sin ), 0.06,x rσ = + =  

2

20.99, 1, rT kα
σ

= = = .  

In this case , the exact solution is unknown. 
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Figure 7. The comparison of the approximate solutions 
of the fractional and standard Black-Scholes equation  
 

for 2

20.06, 0.99, , .rr k t Tα
σ

= = = =  

Figure 8. The comparison of the approximate solutions 
of the fractional and standard Black-Scholes equation  

2

20.06, 0.99, , 0 .rr k t Tα
σ

= = = ≤ ≤   

   

 

 

6. Conclusion 
 
    In this paper, the fractional Black-Scholes 

equations are solved by the implicit finite difference 
method and MLPG2  for discretizing  in time variable 
and option price, respectively. The Caputo partial 
derivative of fractional order  are used for numerical 
scheme. 

The numerical results are presented in four cases. 
Case 1 and 2  presents numerical results for varieties of 
parameters and 0.5,0.99.α =  In figure 1.and 3., we 
found that the last time have a little difference value of 
option. In figure 2., the value of option will only differ 
for initial time and case 0.99,α = the value of option 
have no difference from exact solution for all time.  
Case 3 present various parameters and final case show 
comparison of  approximation solutions of the fractional 
Black-Scholes equation   and standard Black-Scholes 
equation.  
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Abstract 

The negative hypergeometric distribution, which may be viewed as a finite negative binomial distribution, arises when 
sampling from a population without replacement as opposed to sampling with replacement that gives rise to the negative 
binomial distribution. This distribution is widely used in the gaming industry. The derivations of the mean and variance of the 
above distribution use advanced techniques. In this paper, we will derive the expressions for the mean and the variance of the 
negative hypergeometric distribution using elementary mathematical techniques. Furthermore, we will derive further results that 
have applications in gaming. 
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1. Introduction 
 The negative hypergeometric distribution is a 

“forgotten” distribution in the sense that it is not widely 
used in applied statistics. In this paper, we reintroduce 
this distribution with fairly elementary derivations for 
its mean and variance along with applications to 
gaming. 

 
2. The Negative Hypergeometric Distribution 
 Consider a finite population of size N that has n 

objects of a first kind and N n−   objects of a second 
kind. Objects are drawn from this population at random 
without replacement until k objects of the first kind are 
drawn. Let X be the number of the draw in which this 
happens. Then X has a negative hypergeometric 
distribution with probability function 

( ) ( ) ( )

( )
( )

th

Pr 1  of first kind in 1  draws

              Pr first kind in  draw

1
11 1

  ;  
1

1
              .

Xp x k x

k

N n n x N x
n kx k k k n k

N NN x
x n

k x k N n

= − −⎡ ⎤⎣ ⎦
⎡ ⎤× ⎣ ⎦

− − −⎛ ⎞⎛ ⎞ ⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟− +− − − −⎝ ⎠⎝ ⎠ ⎝ ⎠⎝ ⎠= =

− +⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠
≤ ≤ + −

 This distribution is more like a modified truncated 
negative binomial distribution. The following Lemmas 
[1] are needed to provide elementary derivations of the 
expressions for E[X] and Var(X). 

 
Lemma 1: Let k, n, and N be positive integers 

such that .k n N≤ <  Then 
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Proof:   
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Hence, 

0

1
.

1

N n

y

y k N k y N
k n k n

−

=

+ − − −⎛ ⎞⎛ ⎞ ⎛ ⎞
=⎜ ⎟⎜ ⎟ ⎜ ⎟− −⎝ ⎠⎝ ⎠ ⎝ ⎠

∑  

 
Lemma 2: Let p, q, and r be positive integers 

such that .p q>  Then 

0

1
.

1

p q

y

y r p y p r
r q q r

−

=

+ − + +⎛ ⎞⎛ ⎞ ⎛ ⎞
=⎜ ⎟⎜ ⎟ ⎜ ⎟+ +⎝ ⎠⎝ ⎠ ⎝ ⎠

∑  

 
Proof:  Let 1,  1,N p r n q r= + + = + + 1.k r= +

Then k, n, and N are integers such that 1 .k n N≤ ≤ <  
Therefore, , , ,p N k q n k p q N n= − = − − = − 1,r k= −  
and by Lemma 1, 

 
0 0

1
1

p q N n

y y

y r p y y k N k y
r q k n k

− −

= =

+ − + − − −⎛ ⎞⎛ ⎞ ⎛ ⎞⎛ ⎞
=⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟− −⎝ ⎠⎝ ⎠ ⎝ ⎠⎝ ⎠

∑ ∑  

    
1

.
1

N p r
n q r

+ +⎛ ⎞ ⎛ ⎞
= =⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠

 

 Using Lemma 2, we can now establish the 
expressions for E[X] and Var(X). [1] 

 
Proposition 1: The expected value and the 

variance of X are given by: 

[ ] 1
1X

NE X k
n

μ +
= =

+

 ( ) ( )( )
( ) ( )

( )2
2

1
1 .

1 2
X

N N n
Var X k n k

n n
σ

+ −
= = − +

+ +
 

 
Proof:  

 
1
1

k N n

x k

x N x
x

k n k

+ −

=

− −⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟− −⎝ ⎠⎝ ⎠

∑  
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( )
0

1
1

N n

y

y k N k y
y k

k n k

−

=

+ − − −⎛ ⎞⎛ ⎞
= + ⎜ ⎟⎜ ⎟− −⎝ ⎠⎝ ⎠
∑  

 ( ) ( )
( )0

1 !
1 ! !

N n

y

y k N k y
y k

n kk y

−

=

+ − − −⎛ ⎞
= + ⎜ ⎟−− ⎝ ⎠
∑  

0

N n

y

y k N k y
k

k n k

−

=

+ − −⎛ ⎞⎛ ⎞
= ⎜ ⎟⎜ ⎟−⎝ ⎠⎝ ⎠
∑  

( )
( )

1 1
,

1 1
N k k N

k k
n k k n

⎛ − + + ⎞ +⎛ ⎞
= =⎜ ⎟ ⎜ ⎟− + + +⎝ ⎠⎝ ⎠

 

using Lemma 2. Hence, 

[ ] ( )

1
1

1
1 1        .

1

k N n k N n

X
x k x k

x N x
k n k

E X xp x x
N
n

N
k

n N k
N n
n

+ − + −

= =

− −⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟− −⎝ ⎠⎝ ⎠= =

⎛ ⎞
⎜ ⎟
⎝ ⎠

+⎛ ⎞
⎜ ⎟+ +⎝ ⎠= =

+⎛ ⎞
⎜ ⎟
⎝ ⎠

∑ ∑

 
( )

( )( )
0

1
  1

1

1
1

1

k N n

x k

N n

y

x N x
x x

k n k

y k N k y
y k y k

k n k

+ −

=

−

=

− −⎛ ⎞⎛ ⎞
+ ⎜ ⎟⎜ ⎟− −⎝ ⎠⎝ ⎠

+ − − −⎛ ⎞⎛ ⎞
= + + + ⎜ ⎟⎜ ⎟− −⎝ ⎠⎝ ⎠

∑

∑

  ( ) ( ) ( )
( )0

1 !
1

1 ! !

N n

y

y k N k y
y k y k

n kk y

−

=

+ − − −⎛ ⎞
= + + + ⎜ ⎟−− ⎝ ⎠
∑

  ( )
0

1
1

1

N n

y

y k N k y
k k

k n k

−

=

+ + − −⎛ ⎞⎛ ⎞
= + ⎜ ⎟⎜ ⎟+ −⎝ ⎠⎝ ⎠
∑

  ( ) ( ) ( )
( ) ( ) ( )

1 1 2
1 1 ,

1 1 2
N k k N

k k k k
n k k n

⎛ − + + + ⎞ +⎛ ⎞
= + = +⎜ ⎟ ⎜ ⎟− + + + +⎝ ⎠⎝ ⎠

 

using Lemma 2. Hence, 

( ) ( ) ( )

( )

1 1

1
1

     1

k N n

X
x k

k N n

x k

E X X x x p x

x N x
k n k

x x
N
n

+ −

=

+ −

=

+ = +⎡ ⎤⎣ ⎦

− −⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟− −⎝ ⎠⎝ ⎠= +

⎛ ⎞
⎜ ⎟
⎝ ⎠

∑

∑
 

( ) ( )( )
( )( ) ( )

2
1

1 22
1 .

1 2

N
k k

N Nn
k k

N n n
n

+⎛ ⎞
+ ⎜ ⎟ + ++⎝ ⎠= = +

+ +⎛ ⎞
⎜ ⎟
⎝ ⎠

 

Therefore, the variance is given by 

( ) ( ) [ ] [ ]{ }2
1Var X E X X E X E X= + − −⎡ ⎤⎣ ⎦  

 
( )( )
( )( ) ( )

21 2 1 11
1 2 1 1

N N N Nk k k k
n n n n
+ + + +⎛ ⎞= + − − ⎜ ⎟+ + + +⎝ ⎠

 

 
( ) ( ) ( )

( ) ( )

2

2

1 1 1

1 2

k N n N k n k N

n n

⎡ ⎤+ − + + − − −⎣ ⎦=
+ +

 

 

( )( )( )
( ) ( )

( )( )
( ) ( )

( )

2

2

1 1

1 2

1
1 .

1 2

k N n N n k

n n

N N n
k n k

n n

− + − − +
=

+ +

+ −
= − +

+ +

  

The expected value is linear in k, and the variance is 

quadratic in k with a maximum at 1
2

nk +
=  if n is odd 

and at both and 1
2 2
n nk k= = +  if n is even. The 

minimum value of the variance is 
( )( )
( ) ( )2

1

1 2

n N N n

n n

+ −

+ +
 at 

1 and .k k n= = The above elementary proofs are given 
in [1]. Other elaborate proofs are given in [2]. 

 

Note: Suppose ( )lim 0,1 .
N

n p
N→∞
= ∈  Then  

( ) 1 1 1/  as 
1 / 1/

N N kE X k k n
n n N N p
+ +

= = → →∞
+ +

and 

( )
( )( ) ( )

( ) ( )2

1 1/ 1 / / / 1 /
   

/ 1 / / 2 /

Var X

N n N k n N k N N

n N N n N N

+ − − +
=

+ +

 

 ( )
2 2

11  as .
k pp kp n

p p p
−−

→ = →∞  

The above limiting expected value and variance are 
that of a negative binomial distribution with parameters 
p and k. 

 
3. Applications to Gaming 
 In applications to gaming, each draw i with 

,i x<  where x is the draw in which the kth object of the 
first kind is drawn, is associated with a payout ( )j iA  if 
this draw does not reveal an object of the first kind; else 
it a fixed amount 0.A The mapping ( )i j i→  is one-to-
one. Let us define ,Y X k= −  where X is the negative 
hypergeometric random variable. Then the expected 
value and variance of Y are given by 

[ ] [ ]Y XE Y E X k kμ μ= = − = −  
and 

( ) ( )2 2.Y XVar Y Var Xσ σ= = =  

 
Proposition 2: The total winnings on the type of 

game given above is a random variable 

( ) 0
1

X k

j i
i

W A kA
−

=

= +∑  

whose expected value and variance are given by 
[ ] ( )0 0Y XE W A kA A k A Aμ μ= + = − −  

and 
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( ) ( ) ( )

( )

2 2
2

2
2 22

1
1

             ,

Y

X
X

X

N n A n A
Var W

N

k A A A

σ

σ
μ

μ

− + +
=

+

⎡ ⎤= − +⎢ ⎥⎣ ⎦

 

where 
2 2

1 1

1 1 and .
N n N n

j j
j j

A A A A
N n N n

− −

= =

= =
− −∑ ∑  

 

Proof:      Let ( )
1

.
X k

j i
i

V A
−

=

= ∑  We will first show that 

[ ] ( ) .Y XE V A k Aμ μ= = − Each outcome ω  of the 

game is a subset of { }0,1,2,..., .N n−  The number of 

elements of ,ω  denoted by ( )c ω  is defined to be the 

size of .ω  Let ( ){ }| .r c rω ωΩ = =  Then we see that 

the set of all possible outcomes is given by 
0

.
N n

r
r

−

=

Ω = Ω∪  

For each 1,2,...,j N n= −  define ( )
1,    
0,    j

j
I

j
ω

ω
ω

∈⎧
= ⎨ ∉⎩

  

where .ω∈Ω  Then the total number of outcomes of 
size r containing j is given by 

( )

( )

1
1

              ;  1.

r

j

r

N n N nrI
r rN n

r c r
N n

ω

ω
∈Ω

− − −⎛ ⎞ ⎛ ⎞
= =⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠

= Ω ≥
−

∑
 

The total number of outcomes of size r containing both j 
and m is given by  

( ) ( )

( )
( )( )

( )
( )( ) ( )

2
2

1
                       

1

1
                       ;  2.

1

r

j m

r

N n
I I

r

r r N n
rN n N n

r r
c r

N n N n

ω

ω ω
∈Ω

− −⎛ ⎞
= ⎜ ⎟−⎝ ⎠

− −⎛ ⎞
= ⎜ ⎟− − − ⎝ ⎠

−
= Ω ≥

− − −

∑

 

The probability of an outcome is  
( ) ( ) ( )

( ){ } ( )1
               

Pr Pr | Pr

Pr

Y c Y c

c Y Y c

ω ω ω ω

ω
−

= = =⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦

= =⎡ ⎤⎣ ⎦
 

and the winnings on an outcome is  

( ) ( ) 0
1

.
N n

j j
j

w I A kAω ω
−

=

= +∑  

The sum ( ) ( )
1

N n

j j
j

v I Aω ω
−

=

= ∑  is equal to ( )
1

.
X k

j i
i

V A
−

=

= ∑  

Therefore, 

[ ] [ ] ( ) [ ]1| Pr
Pr

y

E V Y y v
Y y ω

ω ω
∈Ω

= =
= ∑  

[ ]
( )

( ) ( )
1

Pr1
Pr

y

N n

j j
jy

Y c y
I A

Y y cω

ω
ω

−

∈Ω =

⎡ ⎤= =⎡ ⎤⎣ ⎦⎢ ⎥=
= Ω⎢ ⎥⎣ ⎦

∑ ∑  

( ){ } ( )
1

1 y

N n

y j j
j

c A I
ω

ω
−−

= ∈Ω

= Ω ∑ ∑  

( ){ } ( )1

1

.
N n

y j y
j

yc A c y A
N n

−−

=

= Ω Ω =
−∑  

Hence,
 [ ] [ ] ( )| .Y XE V E E V Y E AY A k Aμ μ⎡ ⎤⎡ ⎤= = = = −⎣ ⎦ ⎣ ⎦
The first result followsbecause [ ] [ ] 0.E W E V kA= +  
 In order to prove the second result, we need the 
identity 

 ( ) ( )22 2

, 1
 

,
N n

i j
i j
i j

A A N n A N n A
−

=
≠

= − − −∑  

which is easily obtained by expanding
2
.A

 

( )

( ) ( ) ( )

2

2

1 , 1
 

y

y

N n N n

j j i j i j
j i j

i j

v

I A I I A A

ω

ω

ω

ω ω ω

∈Ω

− −

∈Ω = =
≠

⎡ ⎤
⎢ ⎥= +⎢ ⎥
⎢ ⎥⎣ ⎦

∑

∑ ∑ ∑
  

  

 ( ) ( ) ( )2

1 , 1
 

y y

N n N n

j j i j i j
j i j

i j

A I A A I I
ω ω

ω ω ω
− −

= ∈Ω = ∈Ω
≠

⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥

⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
∑ ∑ ∑ ∑  

( ) ( )
( )( ) ( )

2

1 , 1
 

1
1

N n N n
j i j

y y
j i j

i j

A y A A y y
c c

N n N n N n

− −

= =
≠

−
= Ω + Ω

− − − −∑ ∑

 ( )
( ) ( )

( )

2 2

2
1

.
1y

y y N n A A
c y A

N n

⎡ ⎤⎡ ⎤− − −⎢ ⎥⎢ ⎥⎣ ⎦= Ω +⎢ ⎥− −⎢ ⎥⎣ ⎦

 

Therefore, 

 
[ ] ( ) [ ]2 21| Pr

Pr
y

E V Y y v
Y y ω

ω ω
∈Ω

⎡ ⎤= =⎣ ⎦ = ∑  

   
[ ] ( ) [ ]

( )
2 Pr1

Pr
y y

Y y
v

Y y cω

ω
∈Ω

=
=

= Ω
∑  

    =
( ) ( )

( )

2 2

2
1

.
1

y y N n A A
y A

N n

⎡ ⎤− − −⎢ ⎥⎣ ⎦+
− −

 

Hence, 

 

( )

( ) ( )
( ) ( )

2 2
22

|

1
   

1

Var V Y

Y Y N n A A
Y A Y A

N n

⎡ ⎤− − −⎢ ⎥⎣ ⎦= + −
− −

 

 ( )
22

2 .
1

A A N n Y Y
N n

− ⎡ ⎤= − −⎣ ⎦− −
 

It follows that, 
( )

( ) ( )
22

2 2

|

        
1 Y Y Y

E Var V Y

A A N n
N n

μ σ μ

⎡ ⎤⎣ ⎦

− ⎡ ⎤= − − +⎣ ⎦− −

 

and using the expressions for 2 and ,Y Yμ σ  this becomes 
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( ) ( )22 21| .
1 Y

nE Var V Y A A
N

σ+
= −⎡ ⎤⎣ ⎦ +

 

Hence, 

 
( ) ( ) [ ]( )

( )2 22 2 2

| |

1           
1 Y Y

Var V E Var V Y Var E V Y

n A A A
N

σ σ

= +⎡ ⎤⎣ ⎦
+

= − +
+

 

  
( ) ( )2 2

21
.

1 Y

N n A n A
N

σ
− + +

=
+

 

Therefore, 

( ) ( ) ( )

( ) ( )

2 2
2

22
22 2

1
1

1
           

1

Y

X X

N n A n A
Var V

N

A A n
A

N

σ

σ σ

− + +
=

+

− +
= +

+

 

  

( )

( ) ( )

22
22 2

2
2 22

/

.

X X
X

X
X

X

A A
A

k

k A A A Var W

σ σ
μ

σ
μ

μ

−
= +

⎡ ⎤= − + =⎢ ⎥⎣ ⎦

 

 
4. Applications for Bonus Games 
 We present two different types of applications 

for bonus games. 
 
Type 1: In this type of bonus game, the player is 

presented with N covered locations (squares, bubbles, 
etc.), with each location containing either an award or a 
‘devil’ (joker). There are n locations with the ‘devil’. 
The player uncovers each location until the kth “devil’ is 
uncovered. The player is then awarded the sum of all 
the prize money uncovered plus a consolation award for 
uncovering k ‘devils’. The latter award may be zero, a 
fixed award, or an award proportional to the remaining 
covered locations. 

(a) The simplest possible game is one in which each 
of the non-devil locations has a fixed amount of A  and 
each of the ‘devil’ locations has an amount of 0A .  The 
player is awarded all the prize money uncovered, 
including the awards for the ‘devils’. For this game, let 
X be the total number of uncovered locations and let W 
be the total award for the game. Then W is given by: 

( )0W A k A X k= + −  
Since 0A  and A  are constants, 

[ ] [ ]( ) ( )0 0XE W A k A E X k A A A kμ= + − = − −  

( ) ( )2Var W A Var X= . 
Example: In this example, there are 15 locations of 

which 3 are occupied by ‘devils’. The locations may be 
given by a 3x5 matrix or 15 ‘eggs’ or ‘balloons’. 
Furthermore, let the fixed prize award be 25 and let the 
consolation award for the ‘devil’ be 2. Therefore, we 
have: 015,  3,  1,  and 10N n A A= = = = . The mean and 
the variance of X are given by: 

( ) ( )1 16
4

1 4X

k N k
k

n
μ

+
= = =

+

 

( )( )( )
( ) ( )

( )( )( )
( ) ( )

( )

2
2

2

1 1

1 2

16 12 4 12 4
     .

54 5

X

k N N n n k

n n

k k k k

σ
+ − − +

=
+ +

− −
= =

 

The mean and the variance of the bonus game are 
given by: 

[ ] ( )( ) ( )10 4 10 1 31E W k k k= − − =      

 ( ) ( ) ( ) ( )2 12 4
10 240 4

5
k k

Var W k k
−

= = − . 

The following table provides the mean, the variance, 
and the standard deviation for all possible values of k: 

 
k E[W] Var(W) Wσ  
1 31 720 26.8 
2 62 960 31.0 
3 93 720 26.8 

 
 (b)In this game, the (non-devil) prize awards are 

not fixed. Let these be denoted by: 1 2, ,..., N nA A A − . The 
total award for the game is given by: 

0W A k V= + , 
whereV is the sum of all the prizes that have been 
uncovered at the non-devil locations. The mean and the 
variance of W are given by: 

[ ] [ ] ( )0 0XE W A k E V A A A kμ= + = − −

 ( ) ( )
( )( )

( )
22 2

2 2
X

X
X

k A A
Var W Var V A

σ
σ

μ

−
= = +  

  ( )( ) ( )
2

2 22 ,X
X

X

k A A A
σ

μ
μ

⎡ ⎤= − +⎢ ⎥⎣ ⎦
 

where 
2 2

1 1

1 1and .
N n N n

j j
j j

A A A A
N n N n

− −

= =

= =
− −∑ ∑  

 
Example: In this example, there are 20 locations of 

which 4 are occupied by ‘devils’. The locations may be 
given by a 4x5 matrix or 20 ‘eggs’ or ‘balloons’. 
Furthermore let there be 7 prizes of 10, 2 prizes of 15, 4 
prizes of 25, 2 prizes of 50, and 1 prize of 100 along 
with a consolation award of 2 for each of the ‘devils’. 
For this case, we have: 20,  4,N n= = 1 7,..., 10,A A =  

8 9 15,A A= =

10 13 14 15 16,...,  25,  50,  100.A A A A A= = = = 2and A A are 
given by: 

 
( ) ( ) ( ) ( )7 10 2 15 4 25 2 50 100

25
16

A
+ + + +

= =  
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( ) ( ) ( ) ( )2 2 2 2 2

2
7 10 2 15 4 25 2 50 100

16
    1165.625 1165.6

A
+ + + +

=

= ≈

 

The mean and the variance of X are given by: 
( ) ( )1 21 21

1 5 5X

k N k k
n

μ
+

= = =
+

 

( )( )( )
( ) ( )

( )( )( )
( ) ( )

( )

2
2

2

1 1

1 2

21 16 5 56 5
      .

255 6

X

k N N n n k

n n

k k k k

σ
+ − − +

=
+ +

− −
= =

  

 The mean and the variance of the bonus game are 
given by: 

[ ] ( )2125 25 2 82
5
kE W k k⎛ ⎞= − − =⎜ ⎟

⎝ ⎠

( ) ( )
( ) ( ) ( )

( )

56 5 211165.6 625 625
25 21 / 5 5

            1688 5 .

k k kVar W k
k

k k

− ⎡ ⎤⎛ ⎞= − + ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
= −

 The following table provides the mean, the variance, 
and the standard deviation for all possible values of k: 

 
k E[W] Var(W) Wσ  
1 82 6752 82.2 
2 164 10128 100.6 
3 246 10128 100.6 
4 328 6752 82.2 

 
(c) In this game, the (non-devil) prize awards are not 

fixed. Let these be given by: 1 2, ,..., N nA A A − . The player 
is awarded the non-devil prizes that were uncovered 
along with an award of 0A  for each of the remaining 
(‘devil’ plus covered) locations. The total award for the 
game is given by: 

 ( )0W A N X V= − + , 
whereV is the sum of all the prizes that have been 
uncovered at the non-devil locations. As in (b), the 
mean and variance of V are given by: 

[ ] [ ]

( )
( )( ) ( )

22 2
2 2

X

X
X

E V E X k A

k A A
Var V A

σ
σ

μ

= −

−
= +

 

where 
2 2

1 1

1 1 and .
N n N n

j j
j j

A A A A
N n N n

− −

= =

= =
− −∑ ∑  

The mean and the variance of W are given by: 
[ ] [ ]{ } [ ]

( ) ( )
0

0 0         X

E W A N E X E V

A A k A NAμ

= − +

= − − −
 

( ) ( ) ( )
( ) ( ) ( )

( )( ) ( )( )
( )

0 0 0

2
0 0

2
2 22 2

0

0

            2 ,

            =

                  2 , .

X
X

X

Var W Var V A X A N Var V A X

Var V A Var X A Cov V X

k A A A A

A Cov V X

σ
μ

μ

= − + = −
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−

 

The covariance term in the last expression is rather 
complicated and in most cases could be omitted due to 
its relative size as compared to the other terms. The 
actual formula for it will be given in a later study. 

 
Example: In this example, there are 20 locations of 

which 4 are occupied by ‘devils’. These locations may 
be given by a 4x5 matrix or 20 ‘eggs’ or ‘balloons’. 
Furthermore let there be 7 prizes of 10, 2 prizes of 15, 4 
prizes of 25, 2 prizes of 50, and 1 prize of 100 along 
with a consolation award of 2 for each of the ‘devils’. 
For this case: 020,  4,  2,N n A= = = 1 7,..., 10,A A =  

8 9 10 13 14 15 1615,  ,...,  25,  50,  100.A A A A A A A= = = = = =
2and A A are given by: 
( ) ( ) ( ) ( )7 10 2 15 4 25 2 50 100

25
16

A
+ + + +

= =  

( ) ( ) ( ) ( )2 2 2 2 2
2

7 10 2 15 4 25 2 50 100

16
    1165.625 1165.6

A
+ + + +

=

= ≈

 

The mean and the variance of X are given by: 
( ) ( )1 21 21

1 5 5X

k N k k
n

μ
+

= = =
+

 

( )( )( )
( ) ( )

( )( )( )
( ) ( )

( )

2
2

2

1 1

1 2

21 16 5 56 5
    .

255 6

X

k N N n n k

n n

k k k k

σ
+ − − +

=
+ +

− −
= =

 

The mean and the variance of the bonus game are 
given by: 

[ ] ( ) ( )2125 2 25 40
5

        71.6 40

kE W k

k

⎛ ⎞= − − −⎜ ⎟
⎝ ⎠

= +

 

( )Var W  

( )
( ) ( ) ( )

( )

56 5 21   1165.6 625 625 4
25 21 / 5 5

    1697 5 .

k k kk
k

k k

− ⎡ ⎤⎛ ⎞≈ − + +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
= −

 The following table provides the mean, the variance, 
and the standard deviation for all possible values of k: 

 
k E[W] Var(W) Wσ  
1 111.6 6788 82.4 
2 183.2 10182 100.9 
3 254.8 10182 100.9 
4 326.4 6788 82.4 
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Type 2.This type of bonus game is a simple match 
game: The player first selects an object from 
apopulation of N objects of which there are 1n  objects 
of type 1, 2n  objects of type 2,…, rn  objects of type r, 
where 1 2 ... rn n n N+ + + = . The selected object is 
removed from the population and the player selects 
objects, one at a time, without replacement, from the 
remaining set of objects, until a match is found. The 
player is then awarded a prize that is dependent on the 
number of the matching draw. An alternative approach 
would be to have two identical populations and for the 
player to select an object from the first population and 
try to match it with an object from the second 
population. 

For the first approach, if object i were selected, then 
there would be 1N −  objects left in the population out 
of which 1in −  objects would be of the selected type. 
Therefore, if the match, i.e., 1k = , is made on the thX  
draw, the mean and variance of X would be given by: 

( ) ( ){ }
( )

1 1 1
1 1X

i

N
n

μ
− +

=
− +

( ) ( ){ } ( ) ( ){ } ( ) ( ){ }
( ){ } ( ){ }

2
2

1 1 1 1 1 1 1 1
.

1 1 1 2
i i

X

i i

N N n n

n n
σ

− + − − − − + −
=

− + − +

These expressions reduce to: 

,    1,...,X
i

N i r
n

μ = =          

 
( )( )

( )
2

2

1
,    1,...,

1
i i

X
i i

N N n n
i r

n n
σ

− −
= =

+
. 

 
For the second approach, if object i were selected, 

then there would be N  objects in the second population 
out of which in  objects would be of the selected type. 
Therefore, if the match, i.e., 1k = , is made on the the 

thX  draw, the mean and variance of X would be given 
by:  

1,    1,...,
1X

i

N i r
n

μ +
= =

+

 
( )( )
( ) ( )

2
2

1
,    1,...,

1 2
i i

X
i i

N N n n
i r

n n
σ

+ −
= =

+ +
. 

The probability functions for both approaches are 
easily computed using the values of the parameters: 

,  ,  and 1N n k = . 
 
Example: In this example, the population is a 

standard deck of cards and the first approach is used. 
The player is awarded the prizes that depend on the 
placement of the match. The distinct objects, in the 
population are denoted by the ranks of the cards: 
2,3,4,5,6,7,8,9,10, , , , .J Q K A Hence, 52,  4,iN n= =
and we present the following table for a bonus game 
with an expected value of approximately 25: 

 

x ( )Pr X x=  Award E[Award] 
1-10 0.488115 10 4.881150 

11-20 0.296039 15 4.440585 
21-30 0.151980 30 4.559400 
31-40 0.055943 100 5.559430 
41-49 0.007923 700 5.546100 
Total 1.000000 - 24.986665 

 
The variance of the bonus game could be computed 

using the ideas in the first part of the presentation, or by 
simulation. 

 
5. Conclusion 
 The negative binomial is presently used in the 

applications illustrated in the previous section. 
However, the expected value and variance of the games 
are obtained by simulation or by approximating via a 
geometric or a negative binomial distribution. It is 
better to use the actual underlying distribution for these 
bonus games to obtain the exact estimated value of the 
total slot game. 
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Abstract 

 In this study, we present adaptive interest rate models and evaluate their performance with the policy rate data 

in Thailand during 2001-2014.  We apply local parametric estimation to two standard models with a simplified 

method in determining homogeneous intervals.  With locally estimated parameters, the adaptive models show 

substantial improvement in policy rate forecasting.  Their one-step-ahead forecasts result in a 60% reduction in 
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1. Introduction 

The policy interest rate (or policy rate) is one of the 

most important variables for the economy and the 

financial markets.  At the macroeconomic level, the 

central bank uses the policy interest rate to control the 

money supply.  In the financial markets, the policy rate 

influences various rates, ranging from bank loan interest 

rates to bond yields.  There is a large body of the finance 

literature that studies the influence of the policy interest 

rate on the markets.  For example, Bernanke and Kuttner 

in [1] report that a decrease of 0.25% in the US federal 

funds rate is related to a 1% increase in the equity market.  

Therefore, better understanding of the policy interest rate 

and its modeling is beneficial to both policymakers and 

individuals. 

 Among the earliest work in interest rate modeling is 

the Vasicek model.  It explains that the interest rate is 

mean-reverting with a random component that causes 

noisy movements around its mean [2].  The Cox-

Ingersoll-Ross (CIR) model in [3] is another widely used 

interest rate model.  Other popular models include the 

Merton model and the Brennan-Schwartz model. 

 Several studies indicate that there is room for 

improvement for most of the well-known interest rate 

models due to their restriction on parameter estimates.  

For example, the constant volatility estimate does not 

capture the heteroskedasticity of the interest rate change 

[4-5].  In addition, the constant mean estimate does not 

work well when the interest rate switches regimes [6]. 

 This paper addresses these challenges by applying the 

local parametric approach in [7-9] to the CIR and 

Vasicek models with a simpler method in determining 

estimation intervals.  We then test the adaptive models 

with the policy rate and relevant data starting from 2001, 

one year after the beginning of inflation targeting. 

 The remainder of the paper is organized as follows.  

Section 2 describes the policy interest rate and other data 

used in this study.  Section 3 outlines the CIR model and 

the Vasicek model as well as the local parametric 

estimation used in the adaptive models.  The results of 

the adaptive models in comparison with the benchmark 

models are then presented in Section 4.  Section 5 

concludes the important points of this work. 

 

2. Data 

 In estimating model parameters and evaluating the 

adaptive model performance, we need the following data: 

policy interest rate, one-month Treasury bill (T-Bill) rate, 

and inflation. 

2.1 Data Description 

 We obtain the policy interest rate during 2000-2014 

from the Bank of Thailand.  The one-month T-Bill rate 

from 2001 to 2014 is gathered from the Thai Bond 

Market Association.  The core consumer price index 

(core CPI) is collected from the Bureau of Trade and 

Economic Indices to calculate the core inflation for the 

same period.  In addition, we gather other data that may 

be relevant, such as the nominal effective exchange rate 

(NEER), from the Bank of Thailand. 

 A subset of the data does not have daily observations.  

Specifically, the policy interest rate changes only on the 

announcement dates made by the Monetary Policy 

Committee (MPC).  These dates are about 6 weeks apart 

under normal circumstances.  We use the one-month T-
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Bill rate as its proxy because the T-Bill rate time series 

closely tracks the policy rate time series as shown in 

Figure 1.  As for the inflation, the core CPI values are 

collected at monthly frequency.  We use linear 

interpolation to approximate its daily values so that the 

inflation on a given day can be calculated. 

Figure 1: Time Series of Policy Interest Rate and       

1-month T-Bill Rate from February 2001 to December 2014 

2.2 Summary Statistics 

The summary statistics of the data are reported in 

Table 1 for the 2001-2014 period.  For each variable, 

there are 115 observations taken on MPC dates.  The 

policy interest rate and the one-month T-Bill rate have 

very similar characteristics.  For example, they average 

at 2.3-2.5% per year with the same volatility of 1.0%.  

They also show the same persistent pattern with almost 

identical autocorrelations at various lags.  They are 

almost perfectly correlated with a correlation of 0.987.  

Therefore, the one-month T-Bill rate is a very good proxy 

for the policy interest rate. 

As for the T-Bill rate change, it has a mean of 0.0%, 

confirming that the interest rate is mean-reverting.  It is 

less autocorrelated than other variables, and it is not 

correlated with the policy rate. 

The inflation averages at 1.3%, which is half of the 

policy rate mean.  It is slightly less volatile than the 

policy interest rate.  The inflation and its lags are quite 

correlated with the policy rate based on their correlation 

coefficients in Table 1 and Table 3.  The NEER change 

is more volatile than other time series, but it exhibits a 

similar autocorrelation pattern to the inflation.    

Table 1: Summary Statistics of Policy Interest Rate 𝑟𝑡
𝑝
, 1-month 

T-Bill Rate 𝑟𝑡, Core Inflation 𝑖𝑛𝑓𝑡, Nominal Effective 

Exchange Rate (NEER) Change  𝑟𝑡
𝑁𝐸𝐸𝑅, and Change of 1-

month T-Bill Rate ∆𝑟𝑡 from March 2001 and December 2014 
The sample consists of 115 observations (expressed in percentage 

per year) on MPC dates.  Adjacent MPC dates are 45 days apart on 

average.  Symbol * and *** denote statistical significance at 10% level 

and 1% level, respectively. 

 

 

                                                           
1  From this point onward, we explain the parameter 

estimation and the performance comparison primarily for the 

CIR model.  However, a similar discussion applies to the 

Statistic 𝒓𝒕
𝒑
 𝒓𝒕 𝒊𝒏𝒇𝒕 𝒓𝒕

𝑵𝑬𝑬𝑹 ∆𝒓𝒕 

Mean 2.49% 2.34% 1.25% 0.88% 0.00% 

Std. Dev. 1.03% 1.01% 0.88% 4.74% 0.23% 

Skewness 0.79 0.73 0.21 0.25 -0.70 

Kurtosis -0.01 0.07 -0.36 0.25 2.49 

Max 5.00% 4.88% 3.65% 14.90% 0.53% 

Min 1.25% 0.98% -1.06% -9.55% -0.81% 

Correlation 

with 𝒓𝒕
𝒑

 

(p-value) 

1.000 0.987 

*** 

(0.00) 

0.707 

*** 

(0.00) 

0.332 

*** 

(0.00) 

0.157 

* 

(0.10) 

Autocorrelation at lag 𝒔, 𝝆𝒔: 

𝝆𝟏 0.969 0.972 0.932 0.876 0.524 

𝝆𝟐 0.911 0.916 0.818 0.667 0.367 

𝝆𝟑 0.835 0.840 0.690 0.466 0.119 

𝝆𝟖 0.419 0.410 0.023 -0.356 0.004 

𝝆𝟏𝟐 0.080 0.072 -0.113 -0.248 -0.013 

 

3. Methodology 

We describe our methodology in two parts.  First, we 

outline the original interest rate models which serve as a 

benchmark.  Second, we explain the adaptive models 

which estimate the model parameters locally. 

 3.1 Original Interest Rate Models 

The two popular models used in our study are the 

Vasicek model and the CIR model.  The Vasicek model 

[2] describes interest rate movements with the following 

stochastic differential equation (SDE): 

 

𝑑𝑟𝑡 = 𝜅𝑉(𝜃𝑉 − 𝑟𝑡)𝑑𝑡 + 𝜎𝑉𝑑𝑍𝑡 , 
(1) 

where:  𝑟𝑡 is the interest rate. 

   𝜃𝑉 is the long-term mean of the interest rate. 

   𝜅𝑉 is the mean reversion rate or the speed of 

adjustment. 

   𝑍𝑡 is a Wiener process. 

       𝜎𝑉  is the interest rate volatility or standard 

deviation factor for 𝑍𝑡. 

The SDE in (1) says that an incremental interest rate 

change is driven by its deviation from the steady state 

value and a risk source. 

Unlike the Vasicek model, the CIR model restricts 

the interest rate to positive values and specifies its 

volatility to be dependent on its level as follows [3]1: 

 

𝑑𝑟𝑡 = 𝜅(𝜃 − 𝑟𝑡)𝑑𝑡 + 𝜎√𝑟𝑡𝑑𝑍𝑡 , 

(2) 

where:  𝑟𝑡 is the interest rate. 

   𝜃 is the long-term mean of the interest rate. 

   𝜅 is the mean reversion rate or the speed of 

adjustment. 

   𝑍𝑡 is a Wiener process. 

   𝜎√𝑟𝑡 is the standard deviation factor for 𝑍𝑡. 

To calibrate the CIR model with the data, we 

discretize the SDE in (2) so that the parameters can be 

Vasicek model.  The Vasicek model is presented at the 

beginning of this section for completeness. 
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estimated by regression.  Similar to [6], the discrete-time 

equation is the following: 

  

𝑟𝑡+1 − 𝑟𝑡 = 𝜅(𝜃 − 𝑟𝑡)Δ𝑡 + 𝜎√𝑟𝑡𝜖𝑡 , 

(3) 

where:  𝜖𝑡~𝑁(0, ∆𝑡). 

We reorganize (3) into (4) and estimate the parameters 

(𝜃, 𝜅, 𝜎) with ordinary least squares (OLS) regression. 

  
𝑟𝑡+1 − 𝑟𝑡

√𝑟𝑡
= 𝜅𝜃

Δ𝑡

√𝑟𝑡
− 𝜅√𝑟𝑡Δ𝑡 + 𝜎𝜖𝑡 , 

(4) 

The one-month T-Bill rate in the 2001-2014 period is 

used to estimate the regression coefficients.  The interest 

rate model parameters are then calculated from these 

coefficients.  The estimated parameters for the CIR 

model are constant as shown in Figure 5 and Figure 6 in 

Appendix B (dashed blue lines). 

 

 3.2 Interest Rate Models with Locally Estimated 

Parameters 

Model parameters change over time, based on the 

interest rate data and the literature (for example, [5] and 

[6]).  We therefore should be able to refine the interest 

rate models with locally estimated parameters. 

We follow the local parametric approach (LPA)2 in 

[7] to divide the sample period into homogenous 

intervals.  We then locally estimate the model parameters 

via OLS of (4) in these intervals.  In this work, the 

homogenous intervals (HIs) are defined to be time 

windows in which the interest rate values move within 

two standard deviations of the window average.  This 

method of HI determination is simpler than that in the 

literature.3  Specifically, for each MPC date, the initial 

homogenous interval (HI) consists of the three 

observations immediately preceding the MPC date.  In 

each of the next steps, the interest rate observation that 

immediately precedes the HI is added to the HI unless it 

deviates from the HI average by more than two standard 

deviations.  When a preceding observation deviates more 

than this threshold, it is not added to the HI, and the 

process stops.  At this point, the longest HI (LHI) is 

determined for the MPC date.  This process is 

summarized by the flowchart in Figure 2. 

We use the T-Bill rate data during 2001-2014 for the 

estimation.  The estimated parameters for the CIR model 

with LPA (CIR-LPA) are time-varying as shown in 

Figure 5 and Figure 6 in Appendix B (solid blue lines 

with diamond markers). 

                                                           
2  Based on this approach, a number of studies obtain 

improvement on modeling accuracy in different contexts such 

as US interest rate modeling [8] and S&P500 volatility 

modeling [9]. 

 
Figure 2: Flowchart Explaining the Longest Homogeneous 

Interval for a Given MPC Date (adapted from the local 

parametric approach in [7] and [8])  

 

4. Results and Discussion 

 In this section, we compare the benchmark models 

and the adaptive models with local parametric estimation 

in two ways, namely, the model goodness of fit and the 

model error.  Moreover, we discuss the effectiveness of 

the inflation targeting policy for Thailand based on the 

results.  Finally, we explore some related work. 

 Figure 3 shows the one-step forecasts of the CIR 

model (dashed blue line) and the CIR-LPA model (solid 

blue line with diamond markers) in comparison with the 

policy interest rate (solid black line).  The CIR and CIR-

LPA forecasts are the averages of 2,000 Monte Carlo 

simulations. 4   Although the CIR forecast has an 

increasing trend, it cannot capture the policy rate 

movement.  With locally estimated parameters, the CIR-

LPA tracks the policy rate quite closely with an adjusted-

R2 of 87.1%.  Note that the CIR-LPA forecast lags the 

policy rate movement slightly.  This small lag likely 

results from the fact that we use past observations to 

estimate the model parameters.  These parameters are 

then used to predict one-step-ahead values.  The Vasicek 

model and the Vasicek model with LPA (Vasicek-LPA) 

show similar results. 

3
 For a more rigorous test of homogenous intervals or 

variants, please refer to [7]-[9]. 
4 Instances of the CIR model have different paths due to the 

Brownian motion term.  Hence, the average of multiple Monte 

Carlo simulations is used. 

Start 

𝑢 is the MPC date whose LHI is 
being determined. 

Let 𝑠 = 4 (time lag index) 

𝐻𝐼𝑢 =  𝑟𝑢−1, 𝑟𝑢−2, 𝑟𝑢−3  

 𝑟𝑢−𝑠 − 𝐴𝑣𝑔(𝐻𝐼𝑢) ≤ 2𝑆𝐷(𝐻𝐼𝑢) 𝐿𝐻𝐼𝑢 = 𝐻𝐼𝑢 

𝐻𝐼𝑢 =  𝑟𝑢−𝑠 ∪ 𝐻𝐼𝑢 

𝑠 = 𝑠 + 1 
 

Stop 
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Figure 3: Performance Comparison of Interest Rate Models 

from April 2001 to December 2014 

 As for the forecasting error, the mean absolute error 

(MAE) reduces from 0.008 to 0.003 with the application 

of the LPA to the CIR model.5
  The Vasicek model also 

shows a similar decrease of 60% in MAE.  The errors as 

measured by MAE and RMSE are reported in Table 2, 

along with the R2 and the adjusted-R2 values. 

Table 2: Performance Comparison of Interest Rate Models 

from April 2001 to December 2014  
This table reports R2, adjusted R2, and error measures of the interest 

rate models. 

Model R2 Adj-R2 MAE RMSE 

CIR LPA 0.872 0.871 0.003 0.004 

Vasicek LPA 0.868 0.867 0.003 0.004 

CIR 0.031 0.022 0.008 0.011 

Vasicek 0.028 0.020 0.008 0.011 

 As for the effectiveness of the inflation targeting 

policy, we examine the inflation time series into the 

future for a given policy rate date.  Figure 4 plots the 

policy interest rate and the inflation with a 12-month 

lead.  We find that the inflation responds to the policy 

interest rate approximately 12 months after the 

announcement date for more than half of the 2001-2014 

period.  At other times, the inflation changes more 

quickly or more slowly.  To illustrate this pattern, in 

Figure 4, the level of the lead inflation time series is 

opposite to that of the policy interest rate time series, i.e., 

the future inflation level is low when the current policy 

rate level is high and vice versa.  The slope of the lead 

inflation time series is also opposite to that of the policy 

rate time series.  From 2001:H2 to 2004:H2 when the 

policy interest rate decreases from 2.5% to 1.25%, the 

inflation increases from 0.2% to 1.2% one year later.6  

When the policy interest rate increases from 1.25% to 

5.0% during the 2004:H2-2006:H2 period, the inflation 

goes down from 2.0% to 0.8% during the 2006:H2-

2007:H2 period or about one to two years later.  After 

2007, the two time series have an opposite relation 

similar to the pattern explained earlier.  Conclusively, the 

                                                           
5 Using the T-Bill rate from 1998 to 2009, [8] reports an 

improvement of the LPA over the moving window (MW) 

estimation for the US, especially when the window sizes are 

larger and the forecasting step is longer. 

policy interest rate, determined under the inflation 

targeting policy, is effective in driving the inflation about 

one year in the future.           

 There are a number of studies related to the LPA in 

various settings.  For example, [10] proposes an adaptive 

dynamic Nelson-Siegel (ADNS) model that locally 

estimates term structure parameters.  Using the US yield 

curve data between 1998 and 2009, they report a 

reduction of 20-60% in forecast errors. 

 In addition to the local parametric estimation, there 

are also other strands of model development.  For 

example, a weak hidden Markov model (WHMM) is 

proposed in [11] to model the Canadian 1-month T-Bill 

rate during a 10-year period.  They find that increasing 

the number of states reduces forecast errors. 

 
Figure 4: Policy Interest Rate Time Series and Lead Inflation 

Time Series (with a lead of 12 months) 

 

5. Conclusion 

In this paper, we apply the local parametric approach 

to two popular interest rate models, aiming to capture the 

time-varying nature of the model parameters.  Based on 

the interest rate data one year after the introduction of the 

inflation targeting policy by the Bank of Thailand, the 

two benchmark models perform better after the addition 

of local parametric estimation.  They achieve an increase 

of over 80% in R2 and a 60% reduction in forecast errors.  

These results add to the literature in two ways.  First, our 

approach in locally estimating model parameters is 

simpler, but still yield substantial improvement.  Second, 

while most of recent work examines developed markets, 

we test the adaptive models in an emerging market and 

find that the inflation targeting policy is effective.  

 

 

 

 

 

 

 

6 2001:H2 and 2004:H2 denote the second half of 2001 and 

the second half of 2004, respectively. 
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Appendix A: Pairwise Correlations between 

Policy Interest Rate and Other Rate Lags 

 
Table 3: Pairwise Correlations between Policy Interest Rate 

and Rate Lags (Lagged Policy Interest Rates, Lagged Core 

Inflation, and Lagged NEER Change) 
Symbol *** denotes statistical significance at 1% level.  P-values 

are in parentheses. 

 
𝒓𝒕
𝒑

 𝒓𝒕−𝟏
𝒑

 𝒓𝒕−𝟐
𝒑

 𝒊𝒏𝒇𝒕−𝟏 𝒊𝒏𝒇𝒕−𝟐 𝒓𝒕−𝟏
𝑵𝑬𝑬𝑹 

𝒓𝒕
𝒑

 1.00      

𝒓𝒕−𝟏
𝒑

 0.97*** 

(0.000) 
1.00     

𝒓𝒕−𝟐
𝒑

 0.92*** 

(0.000) 

0.97*** 

(0.000) 

1.00    

𝒊𝒏𝒇𝒕−𝟏 0.73*** 

(0.000) 

0.71*** 

(0.000) 

0.67*** 

(0.000) 

1.00   

𝒊𝒏𝒇𝒕−𝟐 0.71*** 

(0.000) 

0.73*** 

(0.000) 

0.71*** 

(0.000) 

0.93*** 

(0.000) 

1.00  

𝒓𝒕−𝟏
𝑵𝑬𝑬𝑹 0.30*** 

(0.001) 

0.34*** 

(0.000) 

0.36*** 

(0.000) 

-0.06 

(0.501) 

0.00 

(0.977) 

1.00 

 

 

Appendix B: Estimated Parameters of Interest 

Rate Models 

 

 
Figure 5: Long-term Mean 𝜃 

 

 

Figure 6: Volatility 𝜎 
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Development of Attention, Cognitive and Affective Skills Through Mindfulness Training 

Among Young Children in a Classroom 
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Abstract 

 The purpose of this study is to investigate if daily mindfulness practice in the classroom can improve the cognitive skills, 

emotional awareness and concentration. A group of 30 fourth graders from 9 to 10 years old in an elementary school in Thailand 

participated in a 15-session-mindfulness-training-course from November 2014 to February 2015. The course aimed at cultivating 

students' awareness in their body sensations, emotions, thoughts and judgments in their daily life so that they would attend more to 

the present moment and make better decisions. These 15 sessions included topics like mindful eating, mindful breathing, active 

listening, conflict resolution, etc. In addition to the training course, participants practiced mindful breathing for 3 minutes per day 

during those four months.  Participants took a pretest and a posttest in the study.  Two self-report scales were used, including the 

Cognitive and Affective Mindfulness Scale (CAMS) and Mindful Attention Awareness Scale adapted for Children (MAAS-C).  The 

quantitative results show significant differences in both scales.  This means the participants felt a general improvement in their own 

awareness, sustained attention, and acceptance of their thoughts and feelings.  Most participants were more able to enjoy and focus 

on the present tasks in class after the 3-minute-mindful-breathing exercise during those four months of training.  The implication of 

the study is that educators may use mindfulness training as a tool to enhance students’ attention in learning, ability to handle stress, 

interpersonal communication skills and school satisfaction.  

 

Keywords: education; mindfulness training; classroom management; self-awareness; attention; interpersonal communication 
skills 

*Corresponding Author 
E-mail Address: yauyanw34@gmail.com 

 

 

1. Introduction 

1.1 Purpose of Study 
Educators have been studying the factors 

contributing to the resilience, happiness and success of 
students for years.  The main role of educators or 
parents is to guide children towards happiness and 
success.  However, many schools nowadays are still 
putting emphasis on academic performance rather than 
the cultivation of emotional and social skills in their 
curricula. The lack of emotionally-focused school 
programs may lie in the fact that researchers have 
developed no comprehensive conception of usefulness 
of emotion for purposes of academic learning and 
instruction (Goleman, 1995; Price, 1998; Salovy & 
Sluyter, 1997; Sonnier, 1989; cited from Amy, M.B. et 
al., 2003). Many young people are expected to pick up 
these skills on their own in an often stressful and 
competitive school environment. In 1967, the average 
age of onset major depression was 31 to 33 years of age.  
Over a 30 year period, this slipped down to 13 to 15 
years of age according to the American Journal of 
Psychiatry, 2007.  According to Chris Cullen, co-
founder of Mindfulness in Schools Project (MiSP), 

“The average levels of anxiety for teenagers today are 
equivalent to those inpatient psychiatry patients in the 
1950s.  We really do face a mental health epidemic.” 
The World Health Organization (WHO) states that 
mental health problems will be one of the biggest 
burden on a society out of all other health conditions. 
As educators, we cannot afford to let happiness and 
success of the students happen by chance.  There is 
clearly a need for educators to support young people 
early on by providing them with the tools to navigate 
life skillfully.   

 Mindfulness practice has been recognized as one of 
the ways to help people reduce depression, anxiety and 
stress in recent years. It is the practice of present 
moment awareness of the body and the mind. Although 
it originated from Buddhism, many psychologists have 
learned the techniques from mindfulness practice and 
developed therapies to improve their patients’ mental 
health. Besides its application in counselling, many 
mindfulness programs start to emerge in schools, such 
as Mind Up, Mind Matters, Mindfulness in School 
Projects, etc. There is a huge increase in research 
publications on mindfulness from 1980 to 2013. These 
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research findings have expanded educators’ 
contemporary belief that intelligences are fixed qualities 
since people were born.  We can actually enhance the 
capacity of our brains, our ability to focus, and capacity 
for emotional wellbeing through mindfulness practice. 
Some brain imaging studies on adults have shown that 
mindfulness practice profoundly altered the structure 
and functions of the brain resulting in improved 
intelligence and mental health.  It produced greater 
blood flow and thickening of the cerebral cortex in 
areas associated with attention and emotional 
integration (Davidson & Luz, 2008). 

The purpose of this paper is to explore the 
possibility of developing attention, cognitive and 
affective skills through mindfulness practice among 
young children.  

This paper was organized as follows: theory 
background and hypotheses in section 1.2 and 1.3, 
followed by the research methodology in section 2, 
results and discussion in sections 3 respectively. The 
last section is the conclusions and suggestions for 
further investigation. 

 

 

1.2  Define Mindfulness Practice 

Mindfulness Practice originated from the Buddhist 
traditions. However, much of mindfulness practice 
today takes place within a secular context, such as the 
Mindfulness Based Stress Reduction (MBSR) program 
developed by Dr. Kabat-Zinn. Rather than seeing it as a 
religious practice, many people see it as a life skill, a 
lifestyle or a philosophy of living. Many scientists and 
educators saw the opportunities given by mindfulness 
practice and they are looking for ways to apply it 
practically in their professions.  

Mindfulness is paying attention to the present 
moment through the objective observation of the mind 
and the body.  There are many ways to train our 
attention.  For example, we can use our breathing as the 
anchor of our mind.  Whenever the mind wanders which 
always happens, we can notice the change of the mind 
and bring our attention gently back to our breathing.  
We can use other things as the anchor of the mind 
besides breathing.  We may use movements of our body 
when we are performing some daily activities, such as 
walking, eating, sitting or even lying down.  The main 
objective of mindfulness practice is to enhance one’s 
awareness of how the thoughts and emotions affect 
one’s choices and actions.  Someone with a high level 
of mindfulness usually are less likely to react 
impulsively towards one’s thoughts and emotions.  Such 
a person is more likely to slow down and see situations 
clearly from a distance.  This ability allow a person to 
experience less stress, more peace and happiness. 

 
1.3 The Impact for Mindfulness on Children 

  According to a paper entitled “Evidence for the 
Impact of Mindfulness on Children and Young People” 
by Katherine Weare (2012), there are a lot of studies 
showing promising benefits associated with 

mindfulness practice among young children.  To name 
just a few, Napoli, Krech & Holley (2005) reported that 
children from 5 to 8 showed significant decrease in both 
test anxiety an ADHD behaviors, and also an increase in 
the ability to pay attention after 12 sessions of 
mindfulness practice. 

Another study conducted by Semple et al (2010) 
reported significant improvements on measures of 
attention and reduction in anxiety and behavior 
problems among 9 to 13 year old children, which took a 
12-week group program based on MBCT, compared to 
the control group. 

Saltzman and Goldin (2008) conducted an 8-week 
MBSR intervention with 31 children, aged 9 to 11, with 
their parents. Based on the self-reports of children and 
parents’ feedback as well as objective measures, 
significant improvement in attention, emotional 
reactivity and some areas of metacognition was found. 

As a result, mindfulness training has been offered as 
a series of PSHE (Social and Emotional Learning 
lessons) in schools or integrated informally with 
learning in a curriculum. Research studies have shown 
that children did better academically when the schools 
attend to the emotional and social development 
(Gewartz, 2003). 

 
From the above findings, the following hypotheses 

were proposed. 
 

Hypothesis:  
1. There is a positive relationship between mindfulness 
training and students’ attention, cognitive and affective 
capacities.  
2. There is a positive relationship between mindfulness 
level and students’ academic performance. 
 

 
2. Research Methodology 

 
2.1 Samples and Data collection 
This action research is a pretest posttest longitudinal 

study conducted in an elementary English program in 
Bangkok, Thailand.  The socio-economic-status of the 
students ranged from middle to upper class. All of the 
lessons are conducted in English, except subjects such 
as Social Culture and Thai Language. Students have a 
high level of English proficiency.  The mindfulness 
training course was conducted in English by a foreign 
teacher.   

The target group is grade 4 elementary students 
ranging from 9 to 10 years old, which starts to become 
aware of social dynamics and experience more stress 
from academics. There were in total 31 participants (18 
girls and 13 boys) in the mindfulness training, but one 
of the boys’ scores were omitted because he was absent 
from school for many days and missed almost half of 
the mindfulness training sessions.   

 

2.2 Mindfulness training 

102



Yau Yan Wong/ ICAS2015, July 15-17, 2015, Pattaya, Thailand 

International Conference on Applied Statistics 2015 

From November 2014 to February 2015, students 
participated in a mindfulness training course.  There 
were in total 15 sessions (not including the pretest and 
the posttest) and each session lasted about 15 to 20 
minutes.  The first eight sessions focused on the 
cultivation of one’s awareness and attention towards the 
body movements and the nature of the mind. The first 
part included activities, such as,  mindful breathing, bell 
meditation, eating contemplation, understanding the 
monkey mind, mindfulness jar, and walking meditation.  
The last seven sessions focused on the cultivation of 
interpersonal skills, such as, compassion towards 
oneself and the others, active listening, and conflict 
resolution skills. The second part included activities, 
such as, beginning anew, active listening, watering a 
flower, and conflict role play. The lessons of the 
training course were adapted from Thich Nhat Hanh’s 
booked entitled Planting Seeds: Practicing Mindfulness 
with Children, 2011. (Table 1) 

 In addition to the training course, students also 
practiced 3-minute-breathing-exercise before every 
math or science class on a daily basis for consolidating 
their practice.  The breathing exercise was also used 
occasionally in-between classes or during the transition 
between activities in order to improve students’ 
concentration and reduce stress.   

 
Table 1 Descriptions of Mindfulness Training 

Sessions 

 
Lesson Title Tasks 

1 Belly Breathe Observe how the belly 
moves while breathing 

2 Ring a bell Observe the sense of 
sound 

3-4 Catch me if you 
can 

Be aware of the 
movement of hands and 
teacher’s instructions 

5-6 Food 
contemplation 

Observe the sense of 
taste and be aware of 
food consumption 

7 Walking game Cultivate concentration 
by observing the 
movement of legs 

8 The Monkey 
Mind 

Observe how often the 
mind gets distracted by 
using breathing as an 
anchor 

9 The 
Mindfulness Jar 

Learn how difficult 
emotions affect the 
mind 

10 Beginning 
Anew 

Let go of the past, 
apologize for one’s 
mistakes and start anew 

11 Watering 
Flowers 

Identify the positive 
qualities in the others 
and express 
appreciation 

12-13 Active 
Listening 

Define deep listening, 
take turns to listen to a 

partner without 
interruption 

14-15 Conflict Role 
Play 

See a conflict from 
different perspectives 
and develop 
constructive strategies 
to resolve it 

 
 

2.3 Measurements 

Thirty participants took a pretest before the 
intervention and a posttest after the intervention.  Two 
scales from the Ohio State University Mental Health 
Outcome Measures were used.  The first one was a self-
report scale called the Cognitive Affective Mindfulness 
Scale-Revised (CAMS-R) (Feldman et al., 2003) with 
10 items on a four-point Likert-type scale.  It measures 
the participants’ trait mindfulness qualities, like the 
ability to regulate attention, orientation towards present 
experience, awareness of the experience, and an open 
attitude towards the experience.  This scale is suitable 
for participants with no prior experience in mindfulness 
training and not specific to any particular way of 
mindfulness training. 

Like CAMS-R, the second scale is also a self-report 
measurement called Mindful Awareness Attention Scale 
adapted for children (MAAS-C) (Molly et al., 2013).  
All of the 15 items of the MAAS loaded on only one 
factor (Acting with awareness/automatic 
pilot/concentration/non-distraction).  It is a child-
friendly 6-point Likert-type scale without specialized 
jargons for experienced meditators. Unlike CAMS-R, 
this scale focuses mainly on attention regulation and 
self-awareness, but does not cover attitudinal aspect. 

 

 

3. Research Results and Discussion 

 3.1 Data Descriptions 
 There were 18 female students (60%) and 12 male 
students (40%) participating in this study.  However, 
when analyzing the data of the Cognitive Affective 
Mindfulness Scale-Revised (CAMS-R), two outliers are 
omitted.  As a result, the data of only 10 male students 
(35.7%) and 18 female students (64.3%) are included. 
  Female students perceived themselves having a 
higher level of cognitive and affective capabilities from 
M=27.78, SD=3.42 in pretest to M=30.44, SD=4.11 out 
of 40.  Like the female students, the mean score of 
CAMS-R of the male students increases from M=27.60, 
SD=6.40 in pretest to M=28.50, SD=6.29 in posttest. 
(Table 2) This means the male students also perceive 
themselves achieving a higher level of cognitive and 
affective abilities in terms of their ability to regulate 
their attention, orientation towards the presence, and 
awareness and openness towards current experiences. 

 Most of the male students have a higher posttest 
score, except two students (outliers) with exceptionally 
low posttest scores.  These two students had low 
academic performance and some social problems before 
the course, but they scored quite high in the pretest.  
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After the training, they reported noticing a lot of 
distractions in their mind and how they reacted 
impulsively to some stressful situations.  Hence, their 
low posttest scores may actually reflect that they 
achieved higher level of self-awareness after the 
mindfulness training.  However, an objective emotional-
laden scale may be needed to assess their genuine 
cognitive and affective abilities. 
 A t-test is performed to compare the means of 
CAMS-R between male and female students.  No 
significant difference can be found between the two 
genders in both pretest scores (t=-0.096, p=0.924) and 
posttest scores (t=-0.879, p=0.395). 
   
Table 2 Mean and Standard Deviations of Cognitive 

Affective Mindfulness Scale-Revised between male and 

female students  

 GEN

DER 

 STATIS

TIC 

CAMS-

R 

PRETEST 

Male N 10 

  Mea

n 

27.60 

  Std. 

Deviation 

6.398 

 Femal

e 

N 18 

  Mea

n 

27.78 

  Std. 

Deviation 

3.422 

CAMS-

R 

POSTTEST 

Male N 10 

  Mea

n 

28.50 

  Std. 

Deviation 

6.294 

 Femal

e 

N 18 

  Mea

n 

30.44 

  Std. 

Deviation 

4.1055 

 
  Three outliers are omitted from the analysis of 
the Mindful Attention Awareness Scale adapted from 
Children (MAAS-C scores, resulting in 9 male (33.3%) 
and 18 female students (66.7%). The mean score of 
MAAS-C of the male students increases from (M=70, 
SD=8.426) to (M=71.56, SD=11.812). The mean score 
of MAAS-C of the female students increases from 
(M=64.28, SD=10.71) in the pretest to (M=71.44, 
SD=8.18) in the posttest out of 90. Both male and 
female students perceive themselves having a higher 
level of attention and self-awareness after the 
mindfulness training.  
 A t-test with independent means is performed to 
compare the mean scores of male and female students. 
No significant gender difference can be found for this 
scale in the pretest (t=1.515, p=0.145) and the posttest 
scores (t=0.025, p=0.98). 
 
Table 3 Mean and Standard Deviations of Mindful 

Attention Awareness Scale adapted for Children 

between male and female students  

 

 GEN

DER 

 STATIS

TIC 

MAAS

C 

PRETEST 

Male N 9 

  Mea

n 

70.0

0 

  Std. 

Deviation 

8.42

6 
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 Femal

e 

N 18 

  Mea

n 

64.2

8 

  Std. 

Deviation 

10.7

09 

MAAS

C 

POSTTEST 

Male N 9 

  Mea

n 

71.5

6 

  Std. 

Deviation 

11.8

12 

 Femal

e 

N 18 

  Mea

n 

71.4

4 

  Std. 

Deviation 

8.17

6 

 
  
 

3.2 Test of Hypothesis 
3.2.1 Pretest and Posttest Comparison 

 All statistical tests have been performed within a 
90% confidence interval.  According to the results, the 
posttest scores were significantly more than the pretest 
scores for both scales. The minimum score of CAMS-R 
pretest was 17 out of 40 and the highest score was 36 
out of 40.  The minimum score of CAMS-R pretest was 
17 out of 40 and the highest score of CAMS-R posttest 
was 38 out of 40. 

 A t-test with dependent means was performed to 
compare the pretest scores (M=27.71, SD=4.585) and 
posttest scores (M=29.75, SD=4.971) of CAMS-R.  The 
average difference is significant, which means students’ 
assessment of their own level of self-awareness, 
emotional wellbeing, willingness to attend to the 

present, and ability to regulate attention have been 
enhanced (t=-2.00, p=0.56).  (Table 4) 

The minimum score of MAAS-C pretest was 40 out 
of 90 and the maximum score was 85 out of 90.  The 
minimum score of MAAS-C posttest was 50 out of 90 
and the maximum score was 86 out of 90. 

A t-test with dependent means was performed to 
compare the pretest scores (M=66.19, SD=10.22) and 
posttest scores (M=71.48, SD=9.31) of MAAS-C.  The 
average difference is significant, which implies that 
students perceive themselves having achieved a higher 
ability to regulate attention and higher awareness of 
their own thoughts and emotions through the 
mindfulness training (t=-2.88, p=0.008). (Table 4) 

 
Table 4 T-test results of CAMS-R Pretest-Posttest 

Scores and MAAS-C Pretest-Posttest Scores 

 
 N M SD t df Sig 

CAMS-

R 

Pretest 

Posttest 

28 -
2.04 

5.39 -2 27 .056 

MAAS-

C 

Pretest 

Posttest 

27 -
5.30 

9.57 -
2.88 

26 .008 

 

Two students with attention deficit showed 
significant higher scores in both scales.     Although the 
sample size was too small to draw a solid conclusion, 
this result may suggest possible use of mindfulness 
practice in helping students with attention deficit to 
enhance their cognitive ability. However, no significant 
improvement in their affective abilities can be found 
through observations by teachers.   

3.2.2 Attention, Cognitive, Affective Skills and 
GPA 

Pearson correlation coefficient is calculated between 
students’ first semester GPA and CAMS-R pre-and 
post-test scores.  There is a moderately significant 
correlation between GPA and pre-test scores (𝑅2=0.515, 
p<0.005).  However, no significant correlation can be 
found between the CAMS-R posttest scores and GPA 
(𝑅2=0.349, p>0.05). This may imply a positive 
relationship between students’ academic performance 
and cognitive and affective abilities, but further 
investigation is needed to explore this relationship. 
 Pearson correlation coefficient is calculated between 
students’ first semester GPA and MAAS-C pre- and 
post-test scores.  A moderately significant correlation is 
found between MAAS-C posttest scores and GPA 
(𝑅2=0.563, p<0.005).  However, no significant 
relationship can be found between MAAS-C pretest 
scores and GPA (𝑅2=0.373, p>0.05).  This may suggest 
a positive relationship between student’s academic 
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performance and attention and self-awareness.  But 
more research is needed to explore this relationship. 

 
3.3 Qualitative Explanation 
3.3.1 Lesson Reflections 
Throughout the training, many participants reported 

that they enjoyed their experiences and were able to 
apply some techniques, for example loving-kindness 
meditation and belly breathe, in their daily life. Some 
students liked to do the 3-minute-breathing-exercise 
before the math tests without any prompting from the 
teacher.  They believed this activity helped them reduce 
anxiety and enhance their test performance. The 3-
minute-breathing-exercise was conducted in the 
beginning of every math class.  Some students reported 
that they felt more focused and could finish their mad 
minute multiplication quiz faster after the 3-minute-
breathing-exercise. 

During lessons 6 and 7, after the food contemplation 
exercise, a lot of students reported that they had never 
appreciated a piece of fruit mindfully before.  They 
noticed that they used to gobble food too quickly 
without appreciating what they ate. One of the 
participants said he noticed that he breathed in 
whenever he took a bite of his food at dinner.  This 
shows that the participant became more aware of the 
autopilot working of the body and the mind.  He 
became more aware of the food that he was consuming 
and how his consumption affected his body.  

During lesson 9, The Monkey Mind, students were 
asked to sit quietly and observe how the mind get 
distracted within 3 minutes.   One student said he felt 
time had slowed down while he was observing his 
breathing and he noticed more thoughts in his mind.  
This shows that he was more aware of the changes 
happening in his mind.   

During lesson 10, students were asked to add some 
colored sand to a glass of clear water.  Then they 
observed how the sand swirled around in the water and 
gradually settled down.  The teacher asked them to 
imagine the sand as difficult emotions and the water as 
their mind.  Students talked about their observations 
with their partners after that.  One pair of students 
mentioned that the difficult emotions were like the 
colored sand that always existed in the mind, but would 
show up whenever the mind was disturbed.  Another 
pair said that when the mind was calm, the difficult 
emotions would settle down.  One pair of students also 
added that difficult emotions were like the colored sand 
in the water that clouded their vision.  At the end of the 
session, many students suggested using belly breathe, 
taking a mindful walk or loving-kindness meditation to 
calm themselves whenever facing difficult emotions. 

About 3 students reported that the loving-kindness 
meditation in lesson 11, Beginning Anew, helped them 
understand their friends more and forgive their mistakes 
more easily.  During lessons 13 and 14, students had to 
role play a conflict happened before and discussed how 
they could resolve the conflict. There were in total 6 

groups. All of the groups agreed that being kind, 
patient, honest and forgiving was the key to resolve a 
conflict.  One group added a short presentation about 
different techniques, which they learned from the 
Mindfulness Training course, can be used to resolve a 
conflict.  Below is the list of steps that they suggested: 

“Number 1: Cool off! Count down backwards, Close 
your eyes and take a deep breath.  Number 2: Figure out 
what’s bothering you. Number 3: Deal with the issue. 
Talk in private. Keep your voice calm. Share how you 
feel.  Number 4: Listen without judgment.  Number 5: 
Work it out.  Talk about ways to settle the conflict that 
will meet both of your needs.  Be willing to change and 
keep an open mind.  Be willing to say you’re worry, 
forgive, and move on.” 

  In summary, mindfulness training may be a useful 
tool for children to reduce stress, alleviate anxiety, 
manage and communicate difficult emotions effectively, 
and bring their focus back to the current task.  It can be 
used by educators for cultivating a positive learning 
atmosphere and reducing the bullying problem in 
schools. 

 
3.3.2 Parents’ Feedback 
A voluntary survey, adapted from CAMS-R was 

conducted electronically among parents and only 6 
parents responded.  There were 10 questions on a 4-
point-Likert-scale.  All of these 6 parents noticed some 
or significant improvement in their children’s ability to 
pay attention to the present moment and remember 
thing in greater details.  5 parents noticed some 
significant improvement in their children’s tolerance 
and acceptance to emotional stress or changes, but 1 
parent noticed no change at all.  All of the 6 parents 
noticed some or significant improvement in their 
children’s ability to stay focused while doing 
homework.  5 parents noticed a significant or great 
increase level of school satisfaction, but 1 parent did not 
notice any change.  3 parents noticed some 
improvement in their children’s ability to think before 
reacting to a situation, 2 parents noticed a significant 
improvement, and 1 parent noticed a great 
improvement.  All of the 6 parents noticed significant or 
great improvement in their children’s ability to relax 
and focus under stress.   

Although the response rate of this survey was low, 
the feedback from these parents gave some insight 
about how students used the skills they gained from the 
mindfulness training in their daily life and the positive 
impact of the training.  

  
4. Conclusion 

 In this study, thirty children from 9 to 10 years of 
age participated in a 4-month-mindfulness training 
course together with daily 3-minute-breathing exercise.  
The main goal of this training is to enhance students’ 
attention regulation, emotional wellbeing, intentional 
awareness and acceptance of present experiences.  The 
results showed a significant difference between the 
pretest and posttest scores of both measures used in the 
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study, which are Cognitive Affective Mindfulness Scale 
and Mindful Attention Awareness Scale for Children. 
Participants showed a higher level of attention, 
happiness, self-awareness, and resilience towards 
emotional stress.  The results from the study imply that 
mindfulness can be trained and enhanced among young 
children.  Students can use mindfulness practice as a 
tool to manage their attention, emotional stress, social 
problems, and anxiety from study more effectively. 
Educators may use mindfulness practice to improve the 
learning atmosphere in the classroom and cultivate a 
healthy learning community.  
 There were some methodological difficulties in this 
study, including small sample size, lack of control 
group comparison, and a great reliance on self-report.  
So the conclusions can only be tentative. There were 
other logistical difficulties, such as interruption of other 
school activities which caused cancellation of some 
lessons and occasional absence of some students.  
However, as there are not many mindfulness research 
focusing on children, it can be used as a pilot study for 
future investigation about the possibility and effect of 
mindfulness training conducted among children. 
   The data analysis of this study found a somewhat 
positive relationship between children’s academic 
performance and mindfulness training.  However, more 
investigation is needed to look into whether and how 
mindfulness training enhances students’ academic 
performance.  Future research can also look into 
whether mindfulness training can be used to help 
children with special educational needs (SEN), such as 
Autism, ADHA, ADD or anxiety disorder, enhance 
their cognitive and affective abilities.   
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Abstract 

Innovation is one of the main sources for sustaining long-term competition in all businesses as intensively 
investigated in manufacturing and production based industries.  Firms that have more innovations can gain better 
performance. However, there is a lack of research empirically investigating what are the key indicators (factors) 
affecting the successful innovation especially in hospitality sectors in the extent of the literature. This study 
therefore aims to explore and empirical analysis such innovating factors and also investigate the relationships 
between innovation and firm performance in Thai hotel industry. Data were collected form a stratified sample of 
150 hotel firms in Bangkok, Thailand using cross-sectional survey. The statistical methods include confirmatory 
factor analysis and two-stage least square regression. The findings indicate that the managerial role of top 
management as manager’s knowledge backgrounds has positively impact not only innovation but so firm 
performance. The results provide the significantly understanding on innovation performance in hotel industry. 
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1. Introduction  
The importance of service industry is becoming one 

of the main sources of economic growth as shown in the 
GDP [13]. Among the service based businesses, the 
tourism sector is the highest industries that play 
significantly impact to the economy around the world, 
especially in Thailand [13]. In tourism sector, there are 
many firms/organizations that can be various roles in 
the tourism value chain [15], however, most are in the 
hotel industry [7, 13]. Since the numbers of travelers 
have been dramatically in past five years [13], hotel 
firms then are seeking for the way to increase and 
improve their capacities in order to satisfy the needs of 
travelers favorably and also to gain the competitive 
advantage over the competitors. Innovation is one of the 
main management practices aiming to improve the 
performances such as productivity and operational 
excellences to services successfully [10, 15]. The 
example of the innovation practices in hotel industry 
can be described as the additional (valued-added) 
services such as clean and healthy foods, free internet 
access and the fasten reception process at the front desk, 
which are positively to influence the higher 
performance [7]. 

As mentioned earlier, the benefits of innovation is 
very sweet to all organizations, especially in hotel firms. 
Nevertheless, most are failing in introducing the 
successful innovation. The question is what are the 
critical factors that initiate the innovation in hotel 
industry is still scant since the extent of innovation 
literature has been more investigated over the past 

decades. Also, the previous researches have intensively 
examined the factors such as human capital, knowledge 
integration and relationships between tourism 
organizations and also hotel’s characteristics [7, 13-14]. 
The managerial role of top management, however, is 
less investigated. To fulfill the literature, the main 
motivation of this research is to explore the factor that 
positively impact innovation using hotel industry as our 
stratified sample.  

This paper is structured in the following section. 
Section 2 is described the theory background and 
building a set of hypotheses. Next, an empirical study is 
analyzed. The discussion of the results is then presented 
in the section 4. The last section is provided the 
concluding remarks and possible question for future 
research.  

 
2. Theory backgrounds and hypotheses 
In this section, we shall briefly the foundation of our 

study and also the set of proposed hypotheses. 
  
2.1 Innovation in hotel industry 
Innovation generally refers a change or creation 

more effective processes, products and ideas [7]. 
Innovation is linked to performance and growth through 
improvements in efficiency, productivity, quality, 
competitive position and also market share. It typically 
added values by changing old organizational forms and 
practices. Since the services is intangible by itself, it is 
therefore difficult to measure innovation directly like 
the numbers of technological products in manufacturing 
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and production based industries such as automotive and 
electronics.  

In this study, we adapt and bring this idea to hotel 
businesses, it could be meant to implement new ideas, 
creating dynamic services or improving not only your 
existing services but also managerial practices [3-4, 6-
7]; for example the additional services form the regular 
by adopting the information technology and to provide a 
specific food for the particular nationality. Based on the 
previous studies, chawalit et al. [8] have explored the 
innovation factors by comparing between service sector 
and manufacturing industry using a cross-sectional data. 
They indicate that the innovation process for production 
linkages flows for customer to supplier. However, in 
service industry the internal factors are affects to the 
innovation. Similarly, Narissara and Chawalit [13] have 
also founded that internal factors such as human assets, 
technological developments are positively influence to 
the successful innovation in hospital industry. 

 
2.2 Role of manager’s knowledge and experience 
Based on the resource based view theory [6, 13], the 

competitive advantage of firm is very relying on the 
internal resource they have. It can be categorized the 
resources into two perspectives including tangible assets 
and intangibles assets. Most studies are more 
investigates the tangible assets such human capital and 
physical assets [6, 13-14]; however, the innovation in 
service based industry the knowledge as intangible 
assets is significantly very important to sustain the long-
term competition which are lacks of empirical analysis.  

As mentioned earlier, the manager’s knowledge as 
construct has been discussing in the current research in 
various perspectives [14]. The sources of innovation in 
hotel industry are strongly based on the internal sources 
in the organizations as refers in [6. 13-14].  Nieves and 
Segarra-Cipres [6] have stated that the human capital, 
the capacity of knowledge integration and manager’s 
relationship are the positively significant factors 
influencing the innovation. Similarly, the study of 
Wagner [13] pointed out that the knowledge sharing has 
positive linkage to service innovation. However, both 
related studies did not consider the role of manager’s 
knowledge that can bring the knowledge not only form 
their experiences (internal sources) but also from 
outside of firms (knowledge spillover). Referring to the 
background, in this study we formulate the hypotheses 
as below; 
 
Hypothesis: There is a positive relationship between the 
knowledge, manager’s experience and the type of 
management style on innovation  
 
Hypothesis 1: The manager’s knowledge has positive 
impact on innovation  
Hypothesis 2: The manager’s experiences of manager 
has positive impact on innovation  
Hypothesis 3: The type of management has positive 
impact on innovation 

 

2.3 Innovation and firm performance 
Firms that have more innovativeness will gain better 

performance. This concept is empirically supported in 
many studies especially in manufacturing and 
production based industries [2-3]. Qao and Chang [2] is 
explored and empirically investigated the positive 
linkage innovation on firm performance in USA’s car 
manufacturing. However, few are explored and tested 
such constructs in hotel industry. For example, 
Ramayah et al,. [11] have shown that the network 
collaboration between tourism organizations has 
positive effect on firm performance in Malaysia. But 
they did not explored how tourism supply chain 
members react to each other such as how knowledge 
transfer or spillover form firm to firm and also whether 
how such knowledge has positive impact on not only 
innovation and performance or not. It is emphasized 
here that the innovation performance and firm 
performance should be distinct in order to see the direct 
effect between both constructs [10]. Based on the 
literature backgrounds, we shall propose the hypothesis 
as below; 

Hypothesis 4: Innovation has positive impact on 
performance 

3. Research methodology 
 
3.1 Samples and data collection 
This research creates from case study and literature 

review to understand about which factor that influence 
to innovation in hotel in Thailand. Then the 
questionnaire was designed to refine and collect the 
data. The data was collected using cross-sectional 
multiple methods including online survey, mail survey 
and electronic mail based on stratified sampling 
technique. Moreover, researcher also use the purposive 
sampling to be a target people to answer questions such 
as hotel manager who has experiences and knowledge 
about management. The survey was sent to 1,000 hotel 
firms in January 2015 to April 2015. There are 150 
hotels had responsed survey which is the rate of 15% 
that divide into 103 hotels from interview, 7 hotels from 
online survey, 35 hotels from e-mail and 5 hotels from 
mails.  

Table 1 shows the characteristics of our sample data 
set. The major attribute is the independent operating 
hotel at 65.3%. Most are invested by local investor  

 

Table 1: Statistical descriptions of hotel structure 
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about 86%, and the numbers of employees are less than 
50 and 50-100 which are 38% and 32.7%, respectively. 

3.2 Measures 
A questionnaire using a five-point Likert scales was 

used to gather data for all of each construct. All 
instruments were adapted from previous literatures and 
were modified to measure the performance as shown in 
Table 2. 

Table 2 shows the descriptive statistic of each construct 
and measurement items. Firm performances including 
the financial and service capabilities are proposed to 
measure the research model. 

3.3 Goodness of measures 
In this study, hotel types and the numbers of 

employees are defined as control variables that can 
confound in the regressions analysis since there is no 
consensus in the literature about the impacts of these 
variables on the relationships e.g. innovation and 
performance [4, 6]. To testing the consistency, both 
validity and reliability analysis are used for testing 
goodness of our proposed [9]. We used principle 
component analysis (PCA) and VARIMAX rotation to 
extract the factors. All sampling adequacy values are 
range over 0.60. It means that the factors are 
appropriately validity [3, 19]. Also, the Cronbach’s 
alpha coefficient was assessed the inter-item consistency 
of our measurement items as shown in Table 2. As seen 
from Table 2, all alpha values of all constructs are above 
0.70 [3, 19]. As such we can conclude that the 
measurement scales are reliable. 

 
4. Empirical result and Discussion 
In order to test the three hypotheses generated, we 

applied econometric approaches a two-stage least square 
regression (2SLS) as a technique to examine the 
proposed hypotheses. Next, we discussed in details 
intensively.   

4.1 Effects of manager’s knowledge on innovation 
using OLS 

The analysis has shown that the manager’s education 
and types of management style are positively significant 
impact on innovation statistically at 0.05 confident levels 
as shown in Table  3

 
 

Table 2: Statistical descriptions of hotel firms 

Construct and items  Frequency Mean S.D. KMO Factor 
Loading 

α 

Manager knowledge  
   Level of education 

• Below undergraduate 
• Undergraduate 
• Higher education 

   Which country graduated 
• Thailand 
• Oversea  

 
 

6 
65 
79 
 
 

98 
52 

 
2.50 

 
 
 
 

1.34 

 
0.496 

 
 
 
 

0.490 

0.610  
0.848 

 
 
 
 

0.843 

0.702 

Knowledge experiences 
   Working experiences 

• Lower than 1 year 
• 1-5 years 
• 6-10 years 
• 11-15 years 
• More than 16 years   

   Graduate from faculty of                
   tourism and hotel management 

• Yes 
• No 

 
 

3 
45 
48 
23 
31 
 
 

62 
88 

 
3.23 

 
 
 
 
 
 

1.58 

 
1.163 

 
 
 
 
 
 

0.496 

 
0.750 

 
 
 
 
 
 

0.744 

 

Types of management 
• Manage by owner 
• Hiring outsource 

 
137 
13 

1.072 0.260 0.937  
 

 

Construct and items  Frequency Mean S.D. KMO Factor 
Loading 

α 

Construct and items Frequency Percent 
Hotel type     

• Operating under the company  
     network. 46 30.7 
• Independent opening 98 65.3 
• Independent operating under  
    franchise agreement 6 4 

Hotel Structure 
• 100% of Thai Shareholders. 129 86 
•  Proportion of shares divided 

between Thai and foreigners 21 14 
Employee 

• Less than 50 57 38 
• 51 - 100 49 32.7 
• 201 - 300 6 4 
• 301 - 400 11 7.3 
• 401 - 500 9 6 
• More than 500 18 12 
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Innovation 
• New services to customer 

    
• Competitor adopts your  

       provide services 
• Always additional services   

       to customer 
• Develop new internal  

       managerial processes 
• Adopt new managerial process 

from competitor 
•  Develop the relationship  

   with other tourism supply  
   chain members. 
 

 
 

 
3.45 

 
3.19 

 
3.49 

 
3.34 

 
3.20 

 
3.27 

 
0.809 

 
0.865 

 
0.822 

 
0.847 

 
0.870 

 
0.850 

0.840 
 

 
0.846 

 
0.618 

 
0.727 

 
0.793 

 
0.759 

 
0.662 

0.829 

Firm performance 
• Higher profit 

 
• Lower cost 

 
• Fasten services processes 

 
• Flexible and specific 

      services delivery 

 
 

 
3.51 

 
3.30 

 
3.60 

 
3.52 

 
0.730 

 
0.842 

 
0.849 

 
0.887 

0.784  
0.743 

 
0.635 

 
0.742 

 
0.783 

0.776 

Notes: 1 = least, 2 = little, 3 = moderate, 4= very, 5very much. 
 

Table 3: Managers’ knowledge and innovation 
Independent Variable Dependent Variable

(1) (2) 
Manager’s knowledge  
Manager’s experiences 
Types of management 

0.449* 
-0.097 
0.171* 

0.296* 
0.147 
0.133 

R-squared 
F-statistics 

0.225 
14.134* 

0.264 
10.754* 

Hotel type 
Employees numbers 
Constant 

No 
No 
Yes 

Yes 
Yes 
Yes 

Observation  150 150 
            Notes: Robust standard errors in parentheses. *p<0.05. 
 
In addition, the control variable was included in the 
equation in order to robust analysis as shown in column 
(2) in Table 3. The empirical evidence provided that 
only the manager’s knowledge is significant support 
robustly. But, in case of manager’s experiences and 
types of management style, the further evaluations 
should be investigated in order to examine whether such 
factors have positive influence to the innovation or not. 
The result is similar and consistent with the related 
studies [6-7, 12-13]. It can be concluded that the level 
of education and country where graduation has positive 
impact to innovation. The knowledge is flowed within 
organization because the manager bring such the 
benefits of knowledge not only form their education but 
also from the outbound sources that knowledge is 
spillover.  

 
 

 
 
4.2 Effects of innovation and firm performance 

using OLS 
The OLS estimations were used to examine the 

impact of innovation on firm performance. The OLS 
estimation result shows in Table 4. The finding 
indicates that the estimated coefficient of innovation is 
positively significantly on firm performance at the 5% 
level statistically. Our result is consistent with the 
related literature [3-4].  It can be pointed out that when 
firms have more innovativeness, they can gain better 
performance such as higher profit and can reduce the 
operation cost. The result provides the reflect 
contribution to the literature not only hotel industry but 
also service industry.  

 
 

Table 4: Innovation and firm performance using OLS 
Independent Variable Dependent Variable

(Firm performance)
Innovation 0.384* 

0.141 
23.330* 

Yes 
Yes 
Yes 
150 

R-squared 
F-statistics 
Hotel type 
Employees numbers 
Constant 
Observation  

            Notes: Robust standard errors in parentheses. *p<0.05. 
 
 

 4.3 Effects of innovation and firm performance 
using 2SLS 
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 As suggested in management literature, the 
measurement error is a main problem when utilizing the 
regression analysis [1, 9]. In order to robust the 
empirical analysis, in this session we reformulate an 
assumption that more intense better firm performance 
will cause firm to pursue the innovation would not be 
determined jointly with the independent variable. Again, 
we also assume that firm achieving better performance 
might be more likely to be influenced by the role of 
manager performance. Therefore, if the reverse causality 
problem exits, OLS will yield inconsistent and biased 
estimates. We will solve this problem by performing 
two-stage least squares (2SLS). It should be emphasized 
here that in order to produce 2SLS, the number of 
instruments is greater than or equal to the number of 
independent variables [1]. The procedure will discuss in 
the following paragraph.  

Table 5 shows the coefficient results estimated by 
2SLS. Robustly, there is positively significant between 
innovation and firm performance. However, the value of 
R-Squared at 0.032 is lower than the previous analysis in 
Table 4. This may caused by the effect of manager’s 
knowledge and experiences as the independent variable. 
The further analysis should be carried out. To 
robustness, the robust regression F of endogeneity 
rejects the null hypotheses that the variable for 
innovation is exogenous in all of estimations for the 
regression of firm performance. The score chi-square 
test statistics are exceeding the critical χ2 value in 
8425.42 as the reference value [20] at the 5% level, 
indicating that the instruments are not weak and valid 
[20].  Based on the empirical evidences, we can 
conclude that  the manager’ knowledge and experience 
has positive influence on firm performance by mediating 
of innovation. The overall analyses are summarized in 
Table 6.  

 
Table 5: Innovation and firm performance using 2SLS 

Independent Variable Dependent Variable
(Firm performance)

Innovation 0.377* 
0.032 
Yes 
Yes 
Yes 

 
5.430* 

 
 

8425.42* 
150 

R-squared 
Hotel type 
Employees numbers 
Constant 
Endogeneity test 
Robust regression F 
Overidentifying 
restriction test 
Score χ2 
Observation  

            Notes: Robust standard errors in parentheses. *p<0.05 
 
 
 
 
 

Table 6: Robust empirical evidence conclusion 
 

 
 
 
 

 

 
           

 
 

Notes: Robust standard errors in parentheses. *p<0.05. 
 
5. Concluding remarks and limitations 
This study aims at examining whether the role of 

managers’ knowledge has a positive impact on  
innovation and also on firm performance in hotel 
industry. The findings show the robust positively 
significant relationships between managers’ knowledge 
and innovation, and also firm performance by mediating 
of innovation. The results of statistical analysis are 
empirically analyzed using OLS method and 2SLS 
method, consecutively. For practical implications, it 
should be emphasized that if hotels want to gain more 
innovativeness, they need to invest in knowledge assets 
such as to support their manager to have more training to 
gain more oversea knowledge. The example of 
managerial implication is useful not only for Thai hotel 
industry, but also Thai tourism industry.  

While our study contributes considerably to the 
innovation management literatures, especially for 
Southeast Asia, there are some limitations. 

 Firstly, the important limitation is the small sample 
size. This may lead the weak results of our analysis. 
Hence, we will use a bigger sample sizes to robust our 
research model.  

The second limitation is the 2SLS estimator is 
separately estimates the measurement model and 
structural model. Thus, it is strongly necessary to further 
estimate the effect of these variables simultaneously 
using the advance techniques such as Structural 
Equation Modeling (SEM) and maximum likelihood 
(ML) estimator to robust the study [1, 10].  

Finally, we only explore key impacts: the role of 
managers’ knowledge and innovation in hotel industry. 
However, there are other tourism business such tour 
operator and also other types of innovation; for example 
internal and organizational innovation that must need 
further investigation to provide more understanding. 
Additionally, in this study do not consider the effect of 
these indicators on financial and quantitative 
performances such as profit and gross margin which are 
shown extensively in literature. These mentioned 
limitations are challenging opportunities for future 
investigation.    

 

 

 

Relationship Conclusion 

Manager’s knowledge → 
Innovation 

Support 

Innovation → Firm 
performance Support 

(OLS) 
Manager → Innovation 
→ Firm performance Support 

(2SLS)   
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Abstract 

Airline Crew Rostering Problem (ACRP) or crew scheduling is the complex and hard to solve problem 
because it consists of many constrains such as; block time, rest time period, aviation regulation, perdiem or salary, 
and workload. Normally, the methods for solving crew rostering problem that applied in various airlines are: 
assigning high priority employees to high priority pairing, assigning by consider to crew member requests and 
assigning without consider to crew member requests. Thus, the aim of this paper is to balance the workload and 
perdiem for each crew member. This paper presents the Greedy Algorithm method for constructing the crew 
timetable and minimize standard deviation of workload and perdiem.  The proposed Greedy Algorithm developed 
to solve this problem compose of two phases: construction phase and improvement phase. The construction phase 
present, the simple crew member schedule which will revise to be more balanced and effective in improvement 
phase. 

Keywords: Crew Rostering, Greedy Algorithm, Heuristic, Scheduling 
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1. Introduction 
Today airline transport is a very popular mode for 

travel. Thus, the number of flight and number of crew 
are so high that it makes scheduling a very difficult 
problems. The good efficiency of crew scheduling can 
reduce a lot of operation cost, which is the second 
largest expense for airline [1]. 

Crew scheduling can divided into 2 main phases; 
crew pairing, and crew rostering. Crew pairing is the 
process that manages flight legs within the same fleet 
that start and ends at the same crew base. The meaning 
of crew base is the home or station that crew member 
resides. Another phase of crew scheduling is crew 
rostering. The purpose of crew rostering is to assign 
individual crew member to crew pairing, usually on a 
monthly basis. As the above information, there are three 
major methods to schedule or roster the crews such as; 
assign high priority employees to high priority pairing, 
developing monthly rosters for individual crew member 
based on their requests, and developing monthly rosters 
for each day of the month without considering the crew 
request. Normally, cockpit aircrew member and cabin 
aircrew member are assigned roster differently. The 
reason is cockpit aircrew members may require licenses 
to fly with specific type of aircraft. In general, crew 
rostering will develop as weekly basis instead of 
monthly rosters because it is easier and less complex to 
solve.  

The objective of this experiment is to balance the 
workload and perdiem simultaneously. The reasons is to 
reduce any inequality amongst the crew members. The 
method to balance the workload and perdiem is to 
minimize Standard Deviation (SD). The SD is a 
measurement of variation, if the value of SD close to 
zero that means good balance solution. While this paper 
try to balance workload and perdiem many paper 

propose several method to minimize a whole operation 
cost of crew section. 

This paper uses Greedy algorithm for solving crew 
rostering problem. The algorithm will choose optimal 
path way to solve the problem. The advantages of 
greedy algorithm are simple to construct, and fast 
computational time. The disadvantage is that, it is not 
guaranteed of global optimal solution. 

2. Literature Review 
Crew rostering is the complex and hard-to-solve 

problem that compose of many constraints. So, there 
have been many researchers who proposed several 
methods in order to get the optimal solution. 
Metaheuristics algorithm is key method that used to 
solve complex and combinatorial optimization problem 
that cannot be solved by traditional heuristics. The 
example of metaheuristics are: genetic algorithm, 
particle swam optimization, ant colony, tabu search and 
simulated annealing is one of many applied solving 
problem technique. The examples of metaheuristic 
approach for solving crew rostering problem are; 

Michel et al. develops graph coloring model for 
feasibility problem with preferential bidding. They also 
propose tabu search algorithm for determining if the 
problem contains at least one feasible solution [2]. 
Panta and Dusan attempts to solve multi objective 
aircrew rostering problem by using simulated annealing, 
genetic algorithms, and tabu search techniques [3]. 
Broos and Mario present the scatter search algorithm 
and use meta-heuristic with combination of crew 
scheduling and improvement principles [4]. Zhang et al. 
present genetic algorithm and simulated annealing 
algorithms to solve multi objective crew rostering 
problem [5]. Nadia and Jacques try to solve crew 
scheduling problem by applied genetic algorithm. They 
decomposed the problem into two sub-problems; crew 
pairing and crew rostering. But they fail to solve crew 
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pairing with large number of possible pair [6]. Walid et 
al. aim to minimize operational cost based on crew 
satisfaction. Genetic algorithm applied to solve medium 
size crew rostering problem [7]. Azadeh et al. present 
particle swarm optimization (PSO) method which 
achieved more successful result than other algorithms 
[8]. Guang-Feng formulated airline crew scheduling 
problem as traveling salesman problem and then 
introduce ant colony optimization algorithm to solve it. 
In addition, the performance was evaluated by 
performing computational tests regarding real cases as 
the test problems. The objective is to minimize total 
crew costs. Traveling Salesman Problems (TSP) and 
Ant Colony Optimization (ACO) applied to this paper. 
The result have shown that ACO-based algorithm can 
be a potential technique for airline crew scheduling [9]. 

Heuristic approach is also the method that several 
paper proposed such as Wagner and Nicolau propose 
integrated solution of crew assignment problem with 
heuristic procedures. Their objectives are to balance the 
flight credit and attend to crew demand for day off or 
duty period on specific date. As a result, this experiment 
provided very useful information especially for 
problems with small and medium size instances [10]. 
Yindong et al. present hybrid genetic algorithm with 
not-fixed chromosome to solve problem. The 
techniques performed than fuzzy genetic algorithm and 
achieved the result and computation time similar to that 
of linear programming [11]. Herbert et al. experiment 
on European airlines with an aim to minimize total cost 
and develop an optimal time table for crew in 
computationally short time by applying branch-and-
bound technique to enhanced model with downgrading 
method [12]. 

Constraint Programming (CP) is a powerful tool to 
find feasible solutions of crew rostering. The technique 
is very useful for a lot of constraints problem. Even 
though, this technique is not good enough for finding 
optimal solution. Column Generation technique was 
proposed to improve cost saving [13, 14]. Jenny et al. 
also use column generation technique to solve crew 
scheduling problem. The result shown as an integrated 
solution with aircraft maintenance routing problem 
which results in short computational time and tight 
schedule bounds. This mean a solution was success for 
reducing operational cost [15]. 

Artificial intelligence which include fuzzy set 
theory, and expert systems also applied in many paper 
for solving crew rostering problem such as: Dusan and 
Panta present fuzzy control method by applied day-by-
day heuristic to solve crew scheduling problem [16]. 
Ernesto and Joao use AI-based tool application, 
ESCALAS to solve crew scheduling problem. It can 
perform crew assignment to each one of the schedule 
produced and modify both schedule and assignment 
produced [17]. 

Some of researchers applied mathematical 
programming which normally formulated as linear 
programs or general mathematical. Budi et al. proposed 
differential evolution (DE) which is difference from 

common DE by random swap as mutation operator. 
This algorithm produces near optimal solution 
accurately for optimization problem. The result of small 
and medium dataset are satisfied, and reasonable result 
for large dataset [18]. Shangyao and Yu-Ping propose 
pure network model to solve crew rostering problem of 
Taiwan’s China Airlines [19].  

Greedy algorithm is the method to solve the problem 
by choosing the most obvious and immediate choice. 
Usually greedy algorithm is more suitable for simple 
problem. Greedy algorithm not support for reconsiders 
data therefore it has probability to found only local 
optimal solution but not global optimal solution. Even 
tough, there have been several paper that applied 
Greedy algorithm for solve scheduling problem such as: 
Imma propose an iterated Greedy algorithm for solving 
the blocking flowshop scheduling problem aim to 
minimize makespan. The experiment has shown that the 
algorithm can make efficient result [20]. Nearchou et al. 
propose two greedy heuristic algorithms for solving 
manpower shift planning. One for single and another for 
multiple workday shifts. Their result demonstrates very 
satisfactory performance in terms of both solution time 
and quality [21]. 

3. Problem Description 
Thai Airways is the biggest airline in Thailand with 

services in domestic, regional, and international route. 
The international route can be divided into four regions 
such as; Asia, Australia and New Zealand, America and 
European. The distance of each region are different, 
which consequently have its own amount of workload 
and perdiem that this paper aims to balance. There are 
two main constrains that involves as follows; 

1. Flight time or block time is the period that start 
from the plane moving to runway for take-off until it 
arrived at destination airport and stop every engines. 

2. Flight Duty Period is the period of crews operate 
their duty count from one hour before take-off until 
thirty minutes after landing. 

There also have the flight time limitation and rest 
time period as shown in Table 1. The rest time period 
constrain determine by department of civil aviation of 
Thailand. Flight time limitations are such as; 

1. Every 7 days each crew member must accumulate 
less than 34 hours of flight time. 

2. Every 28 days each crew member must 
accumulate less than 110 hours of flight time. 

3. Every 365 days each crew member must 
accumulate less than 1,000 hours of flight time. 
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Table 1: Rest period constraint 
Flight duty period 

(hour) 
Rest period 
(hour) 

0 - 8                  ≥ 8 

8 - 10 ≥ 10 

10 - 12 ≥ 12 

12 - 14 ≥ 14 

14 - 16 ≥ 16 

16 - 20 ≥ 24 

 
Thai Airways aims to create equality of every crew 

member. Thus, the objective to balance workload and 
perdiem were set. That means minimizing the Standard 
Deviation (SD) was the target, the measurement of 
variation, was set as a target. Due to a lot of constraints; 
rest time, flight duty period, and fixed operate date 
make this problem difficult and complex to solve. 

4. Proposed Algorithms 
This paper applied greedy algorithm to solve crew 

rostering with an aim to balance the workload and 
perdiem simultaneously. The objective of this 
experiment is to minimize Standard Deviation (SD).  

Greedy algorithm for solving this problem can be 
divided into two mains phases; construction phase and 
improvement phase. Construction phase use to create 
simple crew schedule table. Improvement phase will 
sort, change, or swap the crew table that came from 
construction by using greedy algorithm for reduce SD. 

Construction phase composed of a set of crew C = 
{C1, C2,…, Ci}, a set of day D = {D1, D2, …, D14}, and 
a set of pairing P = {P1, P2,…, Pi} which also have 
variables of start working date StD = {StD1, StD2,..., 
StD14}. The state ST = {ST1, ST2,…, STi} was declare 
for crew schedule comparison. In this experiment, Thai 
Airways data incorporate rest time and number of 
working day into operation day already.  

The method to reduce workload and perdiem is to 
create the normalized value by using equation (1). This 
value can be calculated by dividing workload with 
maximum workload and dividing perdeim with 
maximum perdiem and add them together. Then, we 
combine both values of workload and perdiem to be 
total normalized workload and perdiem (Twp).     

 
                                                                              (1) 
                                                           
 
Where T is the total normalized value of workload w 

and perdiem p at index number c. The M stand for 
maximum value.   

This experiment also created workload and perdiem 
bound limitation. The process to limits workload bound 
occurred after we sorted the workload at first iteration, 
the result was limited by the value of minimum and 
maximum total workload for all of the next iterations. 
The iterations after first iteration will be sorted by 
perdiem.  

The perdiem bound limitation is similar with 
workload bound limitation. The process to limits 
perdiem bound occurred after we sorted the perdiem at 
first iteration, the result was limited by the value of 
minimum and maximum total perdiem for all of the 
next iterations. The iterations after first iteration will be 
sorted by workload.         

 4.1 Construction Phase 

 
Figure 1: Simple test data 

 
This phase use to create simple crew time table or 

crew scheduling with limitation of constraint. This 
phase still ignore SD. It will be revise again in next 
phase. The example test data shown in Figure 1. The 
steps of construction phase are presented as the 
following; 

Step 1: Normalize workload and peridem. 
Step 2: Check available day at crew C1 to Ci for 

execute pairing P1.  
Step 3:  If crew C1 have available day for work 

then, assign P1 to him from D1 to Dn, where n is 
maximum operation day of P1. The value of block time 
and Twp of P1 also add to C1 for calculate total block 
time and total Twp of each crew.  

If not, the program will delete assigned pairing, 
block time, and Twp from C1. Then, program will focus 
to next crew and execute step 2 again until Ci.  

Step 4: Calculate SD of Twp to create initial SD for 
comparison in improvement phase.  

Step 5: After P1 was execute, it will process P2 
until Pi. Then the construction of crew scheduling or 
crew timetable is completed. 

Figure 2, shows simple crew schedule result of 
construction phase which have SD about 14.0693. P 
represents pairing that each crew execute. For example, 
crew C1 operates pairing P1 which have operation task 
for three days, and execute pairing P5 which have 
operation task only one day.  
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Figure 2: Simple Construction table 

 
   4.2 Improvement Phase 
  The improvement phase is method to reduce SD of 
Twp by sort, change, and swap pairing in crew 
scheduling. This phase can divide into four main 
techniques such as; 
  4.2.1 Change pairing directly  
  4.2.2 Change pairing descending  
  4.2.3 Change pairing ascending 
  4.2.4 High workload and perdiem distribution  
 

4.2.1 Change pairing directly 
This method will change pairing of every crew in 

crew scheduling. The idea is to find and select 
minimum SD for every one step changing, which 
expected result will be minimum SD. This method will 
process from P1 to Pi. Start from initial pairing to final 
pairing. The processes of this method are; 

Step 1: Use crew schedule from construction phase 
as starter or initial solution. Find operation day that 
each pairing really executed.  

Step 2: Check available day of Cn+1, where n is id 
of crew that execute P1 which have size equal or 
greater than operation day of P1 and not have over total 
block time. This step also checks the bound limitation 
of workload and perdiem.  

Step 3: If it available, copy initial table to STx, 
where ST is state, and x is number of pairing 
assignment successes. Remove pairing, block time, 
and Twp of Cn and add to Cn+1. Calculate SD of each 
STx table. Continue operate this step until Cn-1.  

If not, the program will focus on Cn+2 and execute 
step 2 again until Cn-1. 

Step 4: Compare SD of Twp from ST1 until STi, 
then selected minimum STx and set it to be initial 
solution then, execute step 2 again until Pi.  

Figure 3, shows crew schedule after we applied the 
change pairing directly technique, which reduce SD to 
1.0711.  

 
Figure 3: Change pairing table 

 
4.2.2 Change pairing descending 
This method is similarly to previous method. The 

idea is sort SD of Twp from largest to smallest first. 
Then, change pairing which have largest SD of Twp until 
smallest one. The process of this method are;  

Step 1:  Extend construction phase crew schedule to 
be initial solution. Find operation day that each pairing 
really executed.  

Step 2: Applied bubble sort by sorting SD of 
workload and perdiem, depends on the bound 
limitation, from largest to smallest. 

Step 3: Use sorted crew schedule. Then, check 
available day of Cn+1, where n is id of crew that execute 
P1 which have size equal or greater than operation day 
of P1 and not have over total block time. This step also 
checks the bound limitation of workload and perdiem.   

Step 4: If available, copy initial table to STx, where 
x is number of pairing assignment successes. Remove 
pairing, block time, and Twp of Cn and add to Cn+1. 
Calculate SD of each STx table. Continue operate this 
step until Cn-1.  

If not, the program will focus on Cn+2 and execute 
step 3 again until Cn-1. 

Step 5: Compare SD of Twp from ST1 until STi, then 
selected minimum STx and set it to be initial solution 
then, execute step 3 again until Pi.  

Figure 4, shows result from change pairing 
descending technique. The solution have similar result 
with pervious technique with equal SD but with 
different crew sequence.    

 

 
Figure 4: Change pairing descending table 

 
4.2.3 Change pairing ascending 
This method adjusted from previous method. We 

use ascending SD method, sort SD of Twp from smallest 
to largest. This also aim to observe and analyse different 
of both unsorted and descending sort effect. Thus, the 
processes are similarly to previous method such as;  
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Step 1:  Extend construction phase crew schedule to 
be initial solution. Find operation day that each pairing 
really executed.  

Step 2: Applied bubble sort by sorting SD of 
workload and perdiem, depends on the bound 
limitation, from largest to smallest. 

Step 3: Use sorted crew schedule. Then, check 
available day of Cn+1, where n is id of crew that execute 
P1 which have size equal or greater than operation day 
of P1 and not have over total block time. This step also 
checks the bound limitation of workload and perdiem.    

Step 4: If available, copy initial table to STx, where 
x is number of pairing assignment successes. Remove 
pairing, block time, and Twp of Cn and add to Cn+1. 
Calculate SD of each STx table. Continue operate this 
step until Cn-1.  

If not, the program will focus on Cn+2 and execute 
step 3 again until Cn-1.  

Step 5: Compare SD of Twp from ST1 until STi, then 
selected minimum STx and set it to be initial solution 
then, execute step 3 again until Pi. 

Figure 5, shows change pairing ascending technique. 
This technique have equal SD with both previous 
methods but different in crew sequence.   

 
Figure 5: Change pairing ascending table 

 
4.2.4 High workload and perdiem distribution 
In this section, the crew schedule are improved by 

disperse pairing that contributes to high number of Twp. 
The idea is to disperse highest pairing of each high Twp 
crew to the lowest Twp crew. The process of this 
method are; 

Step 1: Sort set of pairing P = {P1, P2,…, Pi} from 
construction phase descending by workload and 
perdiem, depends on the bound limitation. 

Step 2: Find highest pairing P in all set of crew C = 
{C1, C2,…, Ci}.   

Step 3: Divided set of crew C from C1 to Cn/2-1 and 
Cn/2 to Ci. 

Step 4: Assign highest selected pairing P1 to Pi 
from smallest Twp crew Cn/2 to Ci. This pairing must 
not have value higher than block time period and result 
inside the bound limitation. Then, calculate SD of 
table.       

Step 5: Compare every SD of table to find 
minimum Twp SD and set to be initial crew schedule. 
Then, execute step 4 again until crew Cn/2-1.     

Figure 6, shows high workload and perdiem 
distribution technique. It yield higher SD than other 
technique about 7.6481. 

 
Figure 6: High Workload and Perdiem Distribution table 

 
5. Testing Instances 
Table 2 shows test instances that based on data from 

Thai Airways. These data can be divided into 3 
categories; small, medium, and large according to 
number of pairing. These categories can also be 
divideded into sub-categories such as; short, long, and 
mix based on range of pairing. Short represents pairing 
that service around Thailand region, for example: 
Singapore, Manila, and Seoul. Mix represents pairing 
that service in regional Asia, Australia and New 
Zealand, and European region. Long represents pairing 
that service long range of distance such as; America, 
Australia and New Zealand, and European. The number 
of pairing and Inflight Manager (IM) or crew are also 
different. 

Table 2: Test Instances. 

Instance 
No. of 
Pair 

No. of 
Inflight 

Manager 
(IM) 

Duration 
of Pairs 

Duration of 
Schedule 

TA84S 84 30 
Short 
haul 

14 Days 

TA84M 84 30 
Various 

haul 
14 Days 

TA84L 84 45 
Long 
haul 

14 Days 

TA150S 150 60 
Short 
haul 

14 Days 

TA140M 140 65 
Various 

haul 
14 Days 

TA146L 146 65 
Long 
haul 

14 Days 

TA330S 330 150 
Short 
haul 

14 Days 

TA334M 334 150 
Various 

haul 
14 Days 

TA238L 238 120 
Long 
haul 

14 Days 

 
From Table 2, number of pair represents task flight, 

number of Inflight Manager (IM) represent number of 
available crew, duration of pairs represent range of each 
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flight, and duration of schedule represent number of 
experiment day. In addition, each pair have specific 
start day of flight and rest period. Thus, the different of 
pair, crew, start work date, perdiem, workload, and 
duration of flight in each instance make this problem 
difficult and complex to solve. 

6. Research Result and Discussion 
This experiment performs on Intel® Core™ i5-

3210M CPU @ 2.50GHz 2.30GHz installed memory 
(RAM) 4.00 GB machine running under Windows 
environment. The solution coded in Microsoft Visual 
C++ 2010 Express.   

The objective is to balance workload and perdiem 
by minimize Standard Deviation (SD). This test 
working under flight time limitation constraint for 14 
days and rest time of 34 hours for 7 days. The result 
shows SD and percentage changed of Twp SD. The 
percentage changed comes from percent of 
improvement phase SD reduced from construction 
phase SD. The result of construction phase with 
workload bound limitation shown in the form of table 
(Table 3). 

The result of construction phase yielded in high SD 
however, the aims is only constructs crew schedule or 
crew timetable. 

For the Change pairing directly technique, this is 
good solution for TA146L, and TA330S which are 
0.3353, and 0.4033 respectively. While, the average 
percent SD changed is 36.8269%. This is quite simple 
technique that change every pairing to every crew to get 
minimum SD.   

For the Change pairing descending technique, this 
result has acceptable SD on TA84S, TA84M, TA146L, 
and TA334M which are 0.5865, 0.5358, 0.3353 and 
0.4204 respectively. While, the average percent SD 
changed is 36.7604%. This method mostly yielded a 

good solution in various haul flight such as 84, and 334 
pairing  

For the Change pairing ascending technique, this 
yielded acceptable SD on TA84M, TA150S, TA140M, 
and TA146L instance which are: 0.5358, 0.3345, 
0.4387, and 0.3353. While, the average percent SD 
changed is 37.5994%. Most of the good results came 
from medium number of pairing instances. 

The high workload and perdiem distribution 
technique, yielded only two good solutions such as; 
TA84L, and TA238LL which are 0.4619, and 0.4347 
respectively. The interesting of this result is it deal a 
minimum SD in mostly long haul flight instances. On 
the other hand, it produces many worst results such as; 
TA84S, TA84M, TA150S, TA140M, TA146L, 
TA330S, and TA334M. . While, the average percent SD 
changed is only 25.4294%.   

From table 4, it shows the SD and SD percentage 
changed result of crew rostering that limited by perdiem 
bound. This experiment produced similar result with the 
previous workload bound limitation. The different 
occurred with the Change pairing descending technique 
and the Change pairing ascending technique. The 
Change pairing descending technique produced only 
two satisfied results such as: TA84S, and TA146L. The 
Change pairing ascending technique produced better 
result than previous method which is TA334M. 

The result from improvement phase with workload 
and perdiem shows that the change pairing ascending 
technique can produced satisfied percentage SD 
changed which are 37.5994% for workload bound 
limitation and 37.0972% for perdiem bound limitation. 
The high percentage SD changed shows an 
effectiveness of workload and perdiem balancing.   

      
 
 
 

Table 3: Crew Rostering by minimize SD of Twp with workload bound 

Instance 
SD of 

Construction 
phase 

SD and percent changed of each Improvement Phase with workload bound  

SD Tech 
 1 

SD 
Changed 
Tech 1 

(%) 

SD Tech 
 2 

SD 
Changed 
Tech 2 

(%) 

SD Tech 
3 

SD 
Changed 
Tech 3 

(%) 

SD Tech 
4 

SD 
Changed 
Tech 4 

(%) 
TA84S 1.3080 0.6555 49.8820 0.5865 55.1572 0.6476 50.4857 0.9960 23.8504 
TA84M 1.6257 0.5431 66.5925 0.5358 67.0398 0.5358 67.0423 0.6460 60.2672 
TA84L 0.6710 0.4883 27.2245 0.5153 23.1982 0.4883 27.2245 0.4619 31.1582 
TA150S 0.7183 0.3770 47.5144 0.3806 47.0041 0.3345 53.4225 0.5166 28.0709 
TA140M 0.7169 0.4397 38.6579 0.4404 38.5709 0.4387 38.7980 0.4678 34.7511 
TA146L 0.4713 0.3353 28.8630 0.3353 28.8630 0.3353 28.8630 0.4424 6.1450 
TA330S 0.5998 0.4033 32.7740 0.4174 30.4074 0.4040 32.6471 0.5202 13.2781 
TA334M 0.6059 0.4244 29.9556 0.4204 30.6242 0.4245 29.9335 0.5116 15.5627 
TA238L 0.5162 0.4647 9.9784 0.4647 9.9784 0.4647 9.9784 0.4347 15.7811 

AVG 0.8037 0.4590 36.8269 0.4552 36.7604 0.4526 37.5994 0.5552 25.4294 
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Table 4: Crew Rostering by minimize SD of Twp with perdiem bound 

Instance 
SD of 

Construction 
phase 

SD and percent changed of each Improvement Phase with perdiem bound 

SD Tech 
1 

SD 
Changed 
Tech 1  

(%) 

SD Tech 
2 

SD 
Changed 
Tech 2 
 (%) 

SD Tech 
3 

SD 
Changed 
Tech 3 

(%) 

SD Tech 
4 

SD 
Changed 
Tech 4  

(%) 
TA84S 1.3080 0.6329 51.6149 0.6027 53.9212 0.6461 50.6058 0.9899 24.3201 
TA84M 1.6257 0.5682 65.0484 0.5682 65.0484 0.5347 67.1104 0.6297 61.2657 
TA84L 0.6710 0.4883 27.2245 0.5108 23.8637 0.4883 27.2245 0.3928 41.4489 
TA150S 0.7183 0.3903 45.6548 0.3751 47.7754 0.3640 49.3147 0.5044 29.7806 
TA140M 0.7169 0.4397 38.6579 0.4418 38.3663 0.4379 38.9143 0.4664 34.9469 
TA146L 0.4713 0.3353 28.8630 0.3353 28.8630 0.3353 28.8630 0.4328 8.1690 
TA330S 0.5998 0.4044 32.5826 0.4176 30.3864 0.4091 31.7912 0.4918 18.0156 
TA334M 0.6059 0.4266 29.5976 0.4250 29.8507 0.4237 30.0722 0.5074 16.2597 
TA238L 0.5162 0.4647 9.9784 0.4647 9.9784 0.4647 9.9784 0.4195 18.7296 

AVG 0.8037 0.4612 36.5802 0.4601 36.4504 0.4560 37.0972 0.5372 28.1040 
7. Conclusion 
This paper use greedy algorithm to solve crew 

rostering problem for Thai Airways. The objective of 
this experiment is to minimize Standard Deviation (SD) 
of Twp in order to balance the workload and perdiem. 
The paper proposed two phases of crew rostering; 
Construction, and Improvement phase. Construction 
phase is the simple phase that used to assign pairing to 
each crew. Improvement phase used to adjust pairing 
for workload and perdiem balancing. The experiment 
tested on two different bound limitation: workload, and 
perdiem. The result shown in table of SD of Twp and 
percentage SD changed from SD of construction phase. 
Due to nature of greedy algorithm, it can find only 
optimal solution at some cases, and not always 
guarantee global solution. Consequently the result 
yielded high SD. Even though, the result are high SD 
but the technique required less compilation time than 
other method.  Thus, for further work, we will continue 
to refine the improvement method with other 
techniques, in order to achieved optimal solution. 
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Abstract 

The differential evolution with position order (PODE) algorithm is modified for the permutation flow-shop 
scheduling. The changes are made to the mutation and crossover operators while the selection operator is applied 
immediately for each individual population of generation. This new proposed method is denoted by MPODE 
algorithm. The standard Taillard’s benchmark which is composed by several sizes of instances i.e. from 20 jobs 
with 5 machines to 500 jobs with 20 machines, is used in the numerical experiment for the comparison between 
PODE and MPODE methods. The results show clearly that the proposed MPODE method is better than the 
original PODE method. 

Keywords: differential evolution, evolution operators, flow shop scheduling, numerical experiment 
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1. Introduction 
The permutation flowshop scheduling problemhas 

been worldwide studied with varieties of objective 
functions andthe optimization techniques, due to its 
roles in many industrial applications. The regular 
problem composed by two main sets,i.e. a set of m 
machines and a set of n jobs thatmust be processed by 
the same ordering of machines. At a time,each job can 
be processed on only one machine and each machine 
can process only one job. The operations are not 
allowed preemptable. The problem is to find the best 
sequences of n jobs to be processed on the same order 
of m machines in order to get the optimal objectives. 
One of the desired objective functions is the 
makespanor completion time (Cmax). The problem with 
minimizing ofCmax on two machines can be solved 
exactly by using the Johnson’s rule, while the problem 
with more than two machines has been proved to be 
strongly NP-complete [1-3]. 

Themetaheuristics method which is an iterative 
generation process by applying the combinations of 
smart concepts and strategies in order to search the 
optimal or near optimal solutions in the feasible 
space.There are several metaheuristics, e.g. genetic 
algorithm (GA), simulated annealing, (SA), tabu search 
(TS) algorithm and differential evolution (DE) 
algorithm [4-7]. The DE algorithm is one of the 
evolutionary computational methodsthat had 
outstanding performance in the first contest of IEEE 
evolutionary computational. In principle, this method 
will generate the next solutions from the combination of 
previous solutions using the evolution-like operators, 
which are crossover, mutation and selection operators. 
However, the DE is first developed for the real space 

problem. The applying of DE for the permutation space 
problem needs the modification of these operators. 

In this study, the DE method with an additional 
operator that is called position ordering (PO) which is 
applied for traveling salesman problem is modified and 
applied for the flowshop scheduling problem. The 
makespan is used as the objective functions. 

 
2. Methods 
2.1The PODE method 
The DE method with the position ordering(PO) 

operator[8], denoted here as PODE (Fig. 1),is 
described as following steps: 
i) Set the parameters NP, NG, Fac and Crfor the 

population size, the number of generation, the 
mutation factor and the crossover rate, 
respectively, for the problem of n jobs. 

ii) Randomly generate the individuals of start 
generation g=0which are vectors of solution, 
Xj,i,g = (x1,i,g, x2,i,g,…, xn,i,g), where j and i 
indicate the jth job and an ith individual, 
respectively. 

iii) Mutation operator: generate the mutation 
vectorsVi,g from the Xi,g when i = 1,2,…,n 
using the equation (1). 

Vi,g =Xr1,g + Fac(Xr2,g–Xr3,g)                (1) 
The index r1, r2 and r3 is uniform random 
from {1,2,…,n}\{i}, respectively. 

iv) Crossover operator: generate the crossover 
vectors Uj,i,g = (u1,i,g,u2,i,g,…,un,i,g) from the 
vectors of Vi,g and Xi,g as equation (2). 
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Figure 3: Grant’s chart shows the meaning of tij and Tij . 
 
We will have, 
T1,1 = t1,1, 
T1,j = T1,j-1+t1,j, 
Ti,1 = Ti-1,1+ti,1, 
Ti,j = max(Ti-1,j , Ti,j-1,)+ ti,j. 
 
Then the Cmax is set toTm,n. 
 
2.4The numerical experiments 
The PODE and MPODE methods are coded with the 

freeware SCILAB [9].The standard benchmark 
problemsof Taillard[10] which are composed by several 
sizes of instances i.e. from 20 jobs with 5 machines to 
500 jobs with 20 machines are used in the numerical 
experiment. Since the main aim of this study is to 
compare the efficiency between PODE and MPODE 
methods, the reported best solutions of the instances are 
not considered here.  

Two experiments are setup and are called short time 
test (STT) and long time test (LTT). In the STT, one of 
20 jobs with 5 machines and one of 50 jobs with 10 
machines instances of the benchmark are selected. The 
population sizes parameters, NP are set to the number of 
jobs (n) in each instance and the number of generation, 
NG are set to 50, 100 and 200. There are 10 iterations 
applied for each numbers of NG. While in the LTT, all 
instances of the benchmark are used. The parameters 
NG and NP are set to 2n and 200n, respectively, except 
for the 500 jobs with 20 machines, the NG is set to 
50000. There is only one iteration is applied for each 
instances. The average percentage of derivation (APD) 
is proposed to measure the different of the obtained 
solutions of PODE and MPODE from their best one as 
equation (5), 

APD = ଵ
R

∑ ሺ100 ൈ S౨,MିSౘ
Sౘ

 R
 ୰ୀଵ ሻ                               (5) 

where R=10, is the number of iterations in the STT, and 
is the number of instances in each problem sizes of the 
benchmark in LTT. The Sr,M refer to the best/average 
solutions that obtained in each run (r) of PODE or 
MPODE methods, and the Sb is the best obtained 
solution of all R run.  

 
3. Results 
All APDs for STT and LTT experiments are 

summarized in Table 1 and Table 2, respectively. In the 
STT, the overall best solution of the 20×5 instance is 
obtained by PODE method but just only one of ten 
times.  

 
Table 1: The APDs in the STT experiment. 

Problems  PODE MPODE 
n×m NG Best Average Best Average
20×5 50 1.35 1.17 1.02 0.56 

 100 2.65 1.27 1.90 0.39 
 200 1.88 1.10 0.78 0.35 

50×10 50 1.69 1.13 0.64 0.17 
 100 2.47 1.71 1.32 0.30 
 200 2.18 2.04 0.76 0.37 

 
In overall of STT experiment, the APDs shown that the 
MPODE method is better than the PODE method for 
both Best and Average solutions, i.e. the MPODE 
method is better than the PODE method in both points 
of local and global searching. 
  

Table 2: The APDs in the LTT experiment. 
Problems PODE MPODE 

n×m Best Average Best Average
20×5 0.65 0.44 0.02 0.08 
20×10 0.22 0.43 0.53 0.10 
20×20 0.45 0.29 0.40 1.24 
50×5 0.69 0.92 0.05 0.00 
50×10 2.13 0.95 0.06 0.00 
50×20 0.93 1.02 0.08 0.00 
100×5 0.50 0.80 0.06 0.00 

100×10 1.42 1.48 0.00 0.00 
100×20 0.63 0.71 0.08 0.00 
200×10 1.46 1.50 0.01 0.00 
200×20 6.90 6.96 0.00 0.00 
500×20 0.14 0.30 0.07 0.00 
Average 1.34 1.32 0.11 0.12 

 
In the LTT experiment, just only one problem size 

of 20×20 instances, that the Average ADP of PODE 
method is better than those of MPODE method. By the 
way, in overall problem sizes, the MPODE method is 
again better than the PODE method, especially for the 
big size problems. 

 
3. Conclusion 
Since most of the meta-heuristic methods are based 

on the random searching of solutions in the feasible 
space, the short time running, i.e. small number of 
random solutions may not give enough information of 
the efficiency. However, in this study, both short time 
and long time experiments show very clearly that the 
proposed MPODE method is much better than the 
PODE method. By the way, the finding of best solutions 
for each instances in order to comparing with other 
heuristic methods are needed. 
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Abstract 

Visualization is a powerful mechanism for extracting information from data. Effective visualization provides 
users in analyzing and reasoning about data and evidence. The aim of this study was to use information graphics to 
visualize the epidemiological data for Dengue disease in Chiang Mai, Thailand. Data consisted of number of 
Dengue cases in human from 25 districts in Chiang Mai serially collected daily for 6 years. R statistical software 
(version 3.1.2) with ggplot2, openair, lattice and ggmap package were used for creating informative graphs 
including Cleveland dot plots, calendar heatmap, trellis graphs and geographical map. The Cleveland dot plots 
produced by ggplot2 package efficiently presented the number of cases by district provided the overall 
epidemiological information of the disease that could be used by public health personals. The calendar heatmap 
from openair package and calendarHeat function presented an understandably information suitable for general 
people to recognize the “high risk” period of disease outbreak whereas the spatial information produced by ggmap 
package suggested the “hot spot” area for the disease. A trellis system of lattice created multiple graphs for the 
number of cases per day for each 25 districts each year at the same time powerfully. All graphs and maps created 
by R and selected packages in this study provided a dynamic information for a different level of users to 
understand the epidemiology of Dengue disease. In conclusion, the using R and packages created understandable 
statistical graphics in an efficient, time-saving, elegant and systematic manner. 

Keywords: data visualization, R statistical software, Dengue, epidemiology 
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1. Introduction 
Basically, the epidemiological data is typically 

summarized using numerous quantitative presentations 
such as frequencies and percentage in many cells in 
table. However, there is a limitation of using table 
format to communicate with audiences. For instance, 
trend of disease, relationship between disease and risk 
factor, and visualization of hierarchical data are difficult 
to perceive from table data. Alternatively, graphs can 
depict complex relationships not easily presented by 
table format. In many instances, graphs can reveal result 
more precisely than conventional descriptive summarize 
statistics [1]. 

 
R statistical software [2], an open source computer 

program, has a great capability to produce a high quality 
display of graph.  With some extraordinary R packages 
such as ggplot2 [3] and lattice [4], to produce simple, 
complex or even very complex graph with high quality 
is very efficient.  

The aim of this study was to use R and some 
package to visualize the epidemiological data for 
Dengue disease in Chiang Mai, Thailand using R 
statistical software. 

2. Research Methodology 
2.1 Dengue data set  

 Dengue dataset from Chiang Mai Provincial public 
Health Office were used. Data consists of hospital 
patient ID,  patient address, sick date, diagnostic date, 
hospital name where patients were diagnosed, patient 
gender and others information collected for 6 years 
from 2008-2013 from 25 districts in Chiang Mai. 
Originally, data were kept as Microsoft Excel file. The 
dataset has 25,910 rows and 18 columns. 
 

2.2 Data management  
 Data were imported to R using read.table function. 
The type of variables such as date, string and integer 
were specified by R before doing the further steps.     
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We use dplyr package [5] to summarize 1) the number 
of Dengue cases in 2013 by districts, 2) the number of 
Dengue cases for each month in 2013 by districts and   
3) the total number of Dengue cases each day from 
2008-2013 aggregated from all districts. 
 

2.2 Data visualization 
A dot plot was created by ggplot2 package to 

present the frequency of Dengue cases in 2013 from 25 
districts. The lattice package was use for making a 
multi-panel graphs showing a line graph presenting the 
number of monthly Dengue cases in 2013 for each 
district. The CalendarHeat function [6] was used to 
produce calendar heatmap showing the number of 
Dengue cases daily from 2008 to 2013. Also, the 
calendar heatmap for the number of Dengue cases in 
2013 was produced by openair package [7]. The ggmap 
package [8] was used to create a map showing the 
geographical objects and the number of Dengue cases in 
2013 for Muang, Mae Rim, San Sai and Hang Dong 
district. The maps for such districts were downloaded 
from google cooperation via internet.  

 
3. Research Results and Discussion 
Normally, the epidemiological data were presented 

as table and some graphs such as bar graph, pie graph 
and line graph. However, such graphs had its advantage 
and disadvantage. In this study, we created various 
graphs and map as alternative tools to visualize Dengue 
disease data using R and some packages. 

 
For epidemiology data, bar graph is generally used 

for presenting prevalence data as the x-axis was the 
label of categorical data and y-axis was the number of 
cases. However, the Cleveland dot plot should be used 
alternatively. Cleveland dot plot is a two-dimension 
graphical display of objects. Basically, the horizontal 
axis of dot plot is a scale covering the range of 
quantitative values to be shown whereas the vertical 
axis shows the descriptive labels associated with each of 
quantitative values [9]. For Dengue data, bar graph can 
be used to display the data. However, there is a 
limitation for bar graph to be displayed on a commonly 
used document size like A4 paper. With a list of the 25 
district name labelled on x-axis, a bar graph could not 
well fit the paper. In contrast, the dot plot shown in 
Figure 1 fitted well in the paper and also it provides the 
same information as bar graph. In addition, the dot plot 
(figure 1) is very easy to interpret. The label on y-axis 
showed the name of district and each point show the 
frequency of cases. The farther to the right, the higher 
number of cases; the farther to the left, the lower 
number of cases.  

Because Dengue cases was recorded daily for each 
district therefore the trend of disease could be displayed 
for each year which is useful for comparing the 
incidence of disease by place and time. There are two 
possibilities to show the number of cases monthly by 
districts. One can create a single graph showing all 
trends of Dengue cases from 25 districts or create 25 

graphs to present the trend for each district.                
The common spreadsheet software offers the capability 
for making a single line graph as the x-axis is the 
sequential of calendar month, y-axis is a range value of 
cases and each line shows the trend for each district. 
However, such graph is hard to read because there are 
25 lines will be shown on a single graph. Alternatively, 
data can be presented for each 25 districts by producing 
each graph for each district. Unfortunately, it is a time 
consuming for making a graph for each district because 
many software typically produces a single graph instead 
of simultaneously plotting multiple graphs. 
Nevertheless, with trellis system from lattice, multiple 
graphs can be automatically employed via multi-panel 
conditioning. 

 

 
 

Figure 1: Cleveland dot plot showed the number of Dengue 
cases in Chiang Mai by districts 

 
Figure 2 illustrated the number of cases by time, 

conditional on district. This figure offered a powerful 
visualization for public health professionals to compare 
the disease by time and place. Although a large number 
of graphs are necessary to be presented, it is not 
difficult to handle because the number of graph by row, 
column and page can be specified to fit the presentation 
medium. Moreover, Trellis Graphics has an excellent 
mechanism for the details of rendering graphs such as 
line type, line color, plotting symbols, aspect ratio and 
scales. It was note that, for demonstration in this study, 
we adjusted the y-axis scale not exceed 200 therefore 
data will not show on the graph if y-value is greater 
200. 
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Figure 2: Multiple graphs simultaneously produced by trellis system  

Figure 3: Calendar heat map for Dengue cases for 6 year period 



Veerasak Punyapornwithaya, Sukolrat Boonyayatra and Peninnah Oberdorfer / ICAS2015, July 15-17, 2015, Pattaya, Thailand 

International Conference on Applied Statistics 2015  130 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 

Figure 4: Calendar heat map for Dengue cases in 2013 

Figure 5: The map with number of Dengue cases in 4 districts 
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Calendar heatmaps are an interesting alternative 
view of time series data. The quantitative value is 
displayed as color mapped cells in a calendar [10]. The 
magnitude of value can be presented by using different  
shades of grays or different color schemes. We used R 
with calendarHeat function to create calendar heatmap 
for Dengue cases from 2008 -2013 and with openair to 
produce Dengue cases in 2013. The calendar heatmaps 
of Dengue data provides an efficient communication to 
people because people generally familiar with calendar 
and color. The calendar heat map for Dengue data is 
very understandable. People can recognize that the 
darker color represents the high number of cases and the 
lighter color reflects to the low number of cases. In 
other words, people will know about when is the “high 
risk” period and “low risk” period. This map might be 
used for disease surveillance activities such as the 
communication among medical doctors, health care 
professionals and people who are at risk for Dengue 
disease. 

Generally, epidemiological data is a collection of 
event, time and place. For instance, investigators would 
like to explain the outbreak of disease to answer the 
question about place that disease occurs, time related 
with disease outbreak and the number of infected 
patient. To describe disease by places, one of the most 
powerful presentations is disease mapping. It provides 
beneficial information about places especially for the 
places that the audiences never have an experience. R 
and various package related with spatial analysis able to 
show epidemiological data on map. We produce a very 
simple graph to show number of Dengue cases in 2013 
for some district on a map (Figure 5) using ggmap 
package. The map can be freely downloaded from 
various providers such as Google, OpenStreetMap and 
stamen. Once the specific map is already downloaded, 
we used functions from ggmap to connect the geo-
coordinate from text file with the map and add a new 
layer of circle with a different size to proportionally 
present the number of cases for each geo-location. The 
map provided the important information about the 
location and the number of patients. For example, 
people can simply perceive that the “hot spot” area for 
Dengue disease is Muang district by looking at the size 
of circle. The map also give an overall information 
about place. Comparing to create graphs shown in the 
study, to make a graph is easier because a few 
commands are required and the programming skill is 
not necessary. The user can use command scripts as a 
template to produce map for other disease and other 
areas. 

 
The disadvantage of using R is that R software is 

difficult to learn compared to other statistical package 
because R is command based software. An R user has to 

learn and practice for building the programing 
knowledge and skills.  

4. Conclusion 
Epidemiological data for Dengue disease were 

summarized and visualized as graphs and a map suitable 
for disease communication in term of cases, time and 
place using R and some packages. Conclusively, R 
statistical software has a powerful capability to create 
understandable statistical graphics in an efficient, time-
saving, elegant and systematic manner. 
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Abstract

High dimensionality of the attribute space in big data is one of the most important concerns in decision tree
problems due to number of attributes and the accuracy considerations. To classify data, the suitable attributes and
the number of branches in tree is important. In early, a traditional criterion which is an information gain, is used
to select attributes and create decision trees. The maximal information coefficient has been a novelty measuring
associations for 21st century. This study is focused on the use of the maximal information coefficient to split data
to select suitable attributes so as to construct decision trees. Four data sets are considered to build decision trees
with information gain and the maximal information coefficient. In summary, we found that the maximal information
coefficient can be used as an alternative criterion for building a decision tree.
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1 Introduction

One of the most popular classification technique is
the decision trees technique. Decision trees are sys-
tematic to build classification model with learning al-
gorithm to identify the best relationshipmodel between
the attributes (variables) set and the label from input
data. The structure of decision tree is consisting of
node and direct edge. The tree has three types of nodes:
root node, internal node and leaf (terminal) nodes. The
important process of decision tree is find out attribute
for the best separate split data. In general, algorithm
provides a method for specifying the criterion for each
attributes as well as objective measure for selecting the
best split information. These measures are defined in
terms of the class information of before and after split-
ting. The attribute selection criterion has three types in
general.

Gain = Entropy[before split]-Entropy[after split],
(1)

Gini index = 1−
n∑

t=0

[p(xi)]
2, (2)

Classification error = 1−max[p(xi)], (3)

where p(xi) is the probability of X.
As in decision tree learning, iterative Dichotomiser

3 (ID3) is an algorithm invented by Quinlan in
1986 [1], used to generate a decision tree from a data

set. It begins with the original set S as the root node.
On each iteration of the algorithm, it iterates through
every unused attribute of the set S based on the entropy
and information gain to select the attribute.

When using ID3 algorithm, a data set may contain
noises that lead to construction of an inaccurate deci-
sion tree; this is a known weakness associated with de-
cision trees [2]. To address this problem, we propose
to use a new attribute selection criterion that is called
Maximum information coefficient (MIC).

The MIC is a nonparametric method introduced by
Reshef et al. [3]. The method has strength for mea-
suring linear, non-linear and undiscovered relationship
between variables. The MIC also detects the correla-
tion between variables when the data have noise [4].
The concept of MIC is partitioned to grid and measure
max information between variables. In this paper, we
show how to apply the MIC in the particular case of
ID3 algorithm.

2 Information theory

This section provides information theory and new
measuring association of dependence variables.

Information theory is a study of an amount of ran-
dom variables or collection of randomvariables. In sta-
tistical sense, we get information from observing the
occurrence of an event link to probability theory. In
1948, Shannon introduced the concept of information
being an uncertainty [5]. Shannon's information mea-
sures refer to entropy andmutually information that are
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information measure.

2.1 Entropy and mutually information

Entropy is an uncertaintymeasure of a random vari-
able. LetX is a random variable in a probability space
(Ω,F ,P) as

H(X) = −
nx∑
i=1

p(xi) log2 p(xi), (4)

and joint entropy is

H(X,Y ) = −
nx∑
i=1

p(xi, yi) log2 p(xi, yi). (5)

Mutually information is the measure of information
between one random variable to another defined by

I(X,Y ) = H(X) +H(Y )−H(X,Y ). (6)

2.2 Maximal information coefficient

Consider two random variables, X and Y . Sup-
pose that we want to know how much variable X tells
us about Y or how much X relates to Y . To answer
this question, we could compute the correlation coef-
ficients, but there are limitations. For instance, the
random variables must be defined in real-valued and
should be a linear function.

In 2011, Reshef et al. [3] introduced a new measur-
ing association of two variables: maximal information
coefficient (MIC). It is based on the idea that if a rela-
tionship exists between two variables, then a grid can
be drawn on the scatterplot of the two variables that
partitions the data to cover that relationship. The statis-
tics MIC is obtained by normalising mutually informa-
tion (MI) into range of [0,1]. Next, we will briefly in-
troduce some concepts of the MIC.

To compute the MIC, let us define a finite set D of
pair (X,Y ). Reshef et al. [3] considered one of the di-
mensions as x-values and the other as y-values. They
called x-by-y grid as the partition of the pair (X,Y ) in
x bins for the variableX and y bins for the variable Y .

Let D|G be the distribution of D which is divided
by one of x-by-y grids as G, and I(G) (I(X,Y )) is the
mutually information. The highest mutual information
score for each grid is normalized by log2 min{x, y} and
stored in the characteristic matrix [6--8]. The MIC is
defined by

MIC = max

{
I∗(X,Y )

log2 min{x, y}

}
, (7)

where I∗(X,Y ) = max{I(X,Y )}, and
M(X,Y ) = I∗(x,y)

log2 min{x,y} is called the characteristic
matrix.

The MIC can be used to discover relationships be-
tween two random variables in a simple way measure,

whereas the correlation coefficients cannot measure.
For this reason, the MIC has been called ``A correla-
tion of the 21st century" [9, 10].

It is used to be a novel measuring association in
many fields such as gene expression, global indica-
tors from the world health organization and bacterial
species in the gut microbiota of Mice [3]. It is also ap-
plied to many algorithms for attribute selection such as
attributes clustering [6] and model selection [7, 11].

2.2.1 Some properties of maximal information co-
efficient

Some properties of the MIC was proven by Reshef
et al. [3] including:

• MIC assigns a perfect score of 1 to all never-
constant noiseless functional relationships

• MIC assigns scores that tend to 1 for a larger
class of noiseless relationships (including super-
positions of noiseless functional relationships)

• MIC assigns a score of 0 to statistically indepen-
dent variables

For a pair of random variablesX and Y , (i) if Y is a
function ofX that is not constant on any open interval,
then data drawn from (X,Y )will receive anMIC tend-
ing to 1 with probability one as sample size grows; (ii)
if the support of (X,Y ) is described by a finite union of
differentiable curves of the form c(t) = (x(t), y(t)) for
t in [0,1], then data drawn from (X,Y ) will receive an
MIC tending to 1 with probability one as sample size
grows, provided that dx/dt and dy/dt are each zero on
finitely many points; (iii) the MIC of data drawn from
(X,Y ) converges to zero in probability as sample size
grows if and only if X and Y are statistically indepen-
dent.

3 Decision tree

A decision tree is used as classifiers on the raw data
sets to predict the classes of the data. It can be con-
structed by many algorithms. An important algorithm
for machine learning is ID3. The ID3 was developed
with the purpose of producing knowledge from a lim-
ited training set; it builds a decision tree through induc-
tive steps.

Throughout the ID3 algorithm, the decision tree is
constructed with each non-terminal node representing
the selected attribute on which the data was split, and
terminal nodes representing the class label of the final
subset of this branch.

In ID3, information gain can be calculated for each
remaining attribute. The attribute with the largest in-
formation gain is used to split the set S on this iteration.
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3.1 Selection attribute with MIC

For this study, we apply the MIC being a novel
measuring association between two variables to con-
struct decision trees. The MIC is applied to the de-
cision tree with ID3 algorithm. The data set is split
by the highest MIC score, and the node is created us-
ing package data.tree [12] in R Programming Lan-
guage [13]. TheMIC value is calculated by using pack-
age minerva [14] in R Language.

Attribute selection algorithm
Input: a data set
Output: Selection attributes
1. for all pairs of attributes

Calculate the MIC values of every attribute
in data set

end for
2. Sort the values of MIC in descending order
3. Split the set D into subsets using the attribute

for which the MIC value is maximum
4. Make a decision tree node containing

that attribute
5. Recur on subsets using remaining attributes.

4 Evaluating model

The model efficiency for classification data can
be considered by the accuracy index. It is considered
like an error from hypothesis testing. For this study,
the confusion matrix is used to present the error from
prediction. The table of confusion matrix is shown in
Table 1.

Table 1: The confusion matrix

Actual
True False

Prediction True TP FP
False FN TN

Where

• TP is true positive being the number of positive
correct prediction

• FP is false positive being the number of positive
incorrect prediction

• FN is false negative being the number of nega-
tive incorrect prediction

• TN is false negative being the number of nega-
tive correct prediction

The accuracy index can be obtained by

Accuracy =
TP + TN

TP + TN + FP + FN (8)

5 Real data

In this study, the data sets considered to classify
with decision trees in study have been used for many
machine learning studies.

5.1 Mushroom data set

When we want to decide the mushroom, the target
classification is ``which is toxic mushroom?" which
can be a poisonous or edible. The attributes that can be
classify the mushroom are 22 attributes such as shape,
size, points, and colour. The data set can obtain from
UCI machine learning repository which is a center for
machine learning and intelligent systems.

5.2 Iris data set

Iris data is a data set from the University of Cali-
fornia Irvine (UCI). It consists of 150 iris flowers and
50 each from one of three iris species: sentosa, ver-
sivolour and virginica each flower have four charac-
teristics: sepal length, sepal width, petal length and
petal width. The data set can be obtained from package
data.tree.

5.3 Voting data set

This data set came from 1984 United Stated Con-
gressional Voting Records. It includes votes for each
of the U.S. House of Representatives Congressmen on
the 16 attribute votes identified by the Congressional
Quarterly Almanac (CQA). The data has been classi-
fied as Republican or Democrat. The data set was pre-
sented in UCI machine learning repository which is a
center for machine learning and intelligent systems.

5.4 Playing baseball data set

When we want to decide whether the weather is
amenable to playing baseball. Over the course of 2
weeks, data was collected to build a decision tree.
The target classification is ``should we play baseball?"
which can be yes or no. The weather attributes are out-
look, temperature, humidity, and wind speed. Baseball
data can be received from package data.tree.

6 Results

This section presents the results of classification for
four real data sets. The classifications are built from IG
andMIC criterions. Its results are shown in Tables 2- 4.

The examples of confusion matrices will be shown
in Table 2 and 3.
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Table 2: The confusion matrix from IG for iris data set

Iris Raw data
Predict setosa versicolor virginica

setosa 50 50 50
versicolor 0 0 0
virginica 0 0 0

Table 3: The confusion matrix from MIC for iris data set

Iris Raw data
Predict setosa versicolor virginica

setosa 50 50 50
versicolor 0 0 0
virginica 0 0 0

Table 4: The accuracy classification with four data sets

Data sets Accuracy
IG (branches) MIC (branches)

Mushroom 70% (32) 70% (32)
Iris 33% (133) 33% (100)
Voting 97% (31) 97% (31)
Base ball 100% (12) 100% (12)

The results show that the accuracy of decision tree
predictions from IG and MIC criterions have the same
accuracy index with high accuracy. For iris data set,
the accuracy index is not high because iris data is a data
set that is difficult to classify by any methods. From
MIC criterions, the decision tree has 100 branches,
while IG has 133 branches. In decision trees, we do not
want too many the number of branches because over-
fitting problem will be concerned with the number of
branches.

7 Conclusions and discussions

For selection of attributes or random variables, it is
based on correlation of attributes which is a traditional
topic. However, a novelty measuring association be-
tween dependent attributes gives the concept of new
correlation meanings. The aim of this study is in order
to select suitable attributes to construct a decision tree.
The idea is followed by the iterative Dichotomiser 3
(ID3) of which information gain is a powerful measur-
ing association to split data.

For different data sets, the effectiveness of the max-
imal information coefficient is investigated and com-
pared against information gain. The criterions are an
accuracy index and the number of branches.

Maximal information coefficient shows the same
accuracy of prediction, but the number of branches
based on the maximal information coefficient may be

less than those of information gain. Therefore, the
maximal information coefficient seems to bemuch bet-
ter alternatives for selection a wide variety of relation-
ships that attributes might exhibit, and can be as useful
as original tools.
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Abstract 

Tuberculosis (TB) is a critical human health concern. Approximately one third of the world’s population has latent tuberculosis, 
which becomes transmissible active tuberculosis in approximately 10% of those infected over a lifetime. Effective testing is 
important to discover and treat individuals who carry the latent infection before it turns into the active disease.  Currently, the two 
primary methods available to diagnose latent TB infection are the tuberculin skin test (TST) and the newer Interferon-Gamma 
Release Assays (IGRA).  Both of these tests are based on assessing immune response to TB, but do not always agree.  In this paper, 
clinical data from healthcare workers in a US hospital system is used to analyze the agreement and correlation of the IGRA test in 
comparison with those of the tuberculin skin test (TST) when used in serial testing. Data analysis is performed to assess the 
concordance between IGRA and TST results at baseline, as well as among conversions and reversions in IGRA and TST. 

Keywords: latent tuberculosis infection; interferon gamma release assay; data analysis; correlation 
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1. Introduction 
Tuberculosis is a critical human health concern.  It is 

estimated by the World Health Organization (WHO) 
that approximately 9 million people developed 
tuberculosis in 2013 alone, and 1.34 million people died 
as a result of this disease [1].  However, in most people, 
the mycobacteria that causes tuberculosis (M.tb) is 
contained by the host immune response and remains 
latent.  During the lifetime of about 10% of these 
latently infected individuals, M.tb is able to overcome 
the immune response and lead to highly transmissible 
and often debilitating active disease. According to 
estimations, approximately one third of the world’s 
population has latent tuberculosis. One of the biggest 
hurdles is finding and treating individuals who carry the 
latent bacteria before it is able to turn into an active 
disease. The two widely used tests to diagnose latent 
tuberculosis are the tuberculin skin test (TST) and 
interferon-gamma release assays (IGRA).  In contrast to 
the much older TST, where M.tb proteins are injected 
directly into the person to stimulate a measurable 
immune response, IGRA involves stimulating and 
measuring an immune response from a blood sample 
using more specific M.tb antigen. Countries including 
the US have implemented both tests in many settings to 
diagnose latent TB infection and have started to face 
programmatic challenges with reproducibility and 
discordancy of these tests [2].  These challenges can 
lead to clinical dilemmas of whether to provide the 
several month treatment courses for TB.  In this study, 
employee health data among health-care workers at a 
large US urban medical center will be statistically 
analyzed to further characterize these operational 
limitations in a non-TB endemic population where both 
tests are used. The data set consists of each employee’s 
identification number, and the corresponding test results 
of TST performed before 2007, IGRA performed 

between 2007 and March 2009, and IGRA performed 
after March 2009.  Specifically, the concordance 
between IGRA and TST will be investigated, as well as 
their variations on serial testing. 

 
2. Data from TST and IGRA  
First, we calculated the number of employees who 

took each test as well as the number of employees who 
retested.  In order to make our calculations, we needed 
to determine the number of duplicate positives, 
negatives and indeterminate.  We then consolidated the 
data using SAS based on the specified range.  Once the 
data set range was specified, we were able to write code 
to combine the duplicates. 

There were 2330 health care workers who took the 
TST as shown in Figure 1. Among them, 201(8.63%) 
workers tested positive and 2129 (91.37%) tested 
negative. 

There are 3000 health care workers who took the 
Interferon-Gamma Release Assays between 2007 and 
March 2009 (labeled as IGRA_1). It is shown in Figure 
2 that among the 3000 workers, 93 (3.10%) tested 
positive, 2828 (94.27%) tested negative, and 79 (2.63%) 
workers’ tests were indeterminate. 

2839 workers took IGRA after March 2009 (labeled 
as IGRA_2). Figure 3 shows that among them, 175 
(6.16%) workers tested positive, 2610 (91.93%) tested 
negative, and 54 (1.90%) workers’ tests were 
indeterminate. 
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 Figure 1. Data of Tuberculin Skin Test (TST) 
 

Figure 2.  Data of Interferon-Gamma Release Assays 2007 – 
3/2009 (IGRA_1) 

  
Figure 3. Data of Interferon-Gamma Release Assays 

(IGRA_2) post 3/2009 

3. Data Analysis for Reproducibility 
40 health care workers had the serial TST test 

performed. Table 1 shows that among them, 11 
(27.50%) changed from positive to negative (reversion) 
and 29 (72.50%) changed from N (negative) to P 
(positive) (conversion). This means that all (100%) of 
the 40 workers who were retested had different test 
results and none of them kept the same results. The 
reproducibility of TST is very poor. 

 
Table 1:  Tuberculin Skin Test (TST) Retest 

Frequency 
Percent 
Row Pct 
Col Pct 

Table of First_TST by Second_TST 

First_TST 

Second_TST 
N P Total

 N  0 
0.00 
0.00 
0.00 

29
72.50

100.00
100.00

29
72.50

 P  11 
27.50 

100.00 
100.00 

0
0.00
0.00
0.00

11
27.50

 Total  11 
27.50 

29
72.50

40
100.00

 
The reproducibility of IGRA is also poor. There 

were 93 health workers who had the serial IGRA (2007-
3/2009) testing. Table 2 shows that among them, all 16 
who tested positive the first time were negative on the 
retest (reversion). Meanwhile, among the 38 workers 
who first tested negative, 22 became positive 
(conversion) and 16 became indeterminate (I) on the 
retest. This means that all workers who were retested 
had different test results and none of them kept the same 
results. The reproducibility of IGRA is very poor. 
Furthermore, there were 39 indeterminate cases 
(41.94% of all retested cases) in the first test, of whom 
1 became positive and the rest became negative on 
retest. 

Table 2: IGRA_1 (2007-3/2009) Retest 

Frequency
Percent 
Row Pct 
Col Pct 

Table of First_IGRA_1 by Second_IGRA_1 
First_ 
IGRA_
1 

Second_IGRA_1 
I N P Total

 I 0 
0.00 
0.00 
0.00 

38 
40.86 
97.44 
70.37 

1
1.08
2.56
4.35

39
41.94

 N 16 
17.20 
42.11 

100.00 

0 
0.00 
0.00 
0.00 

22
23.66
57.89
95.65

38
40.86

 P 0 
0.00 
0.00 
0.00 

16 
17.20 

100.00 
29.63 

0
0.00
0.00
0.00

16
17.20

 Total 16 
17.20 

54 
58.06 

23
24.73

93
100.00

A Chi-square test of association is used to determine 
if there is a correlation (association) between the results 
(P or N) of the first and second IGRA tests. In other 
words, is it possible to predict the results (P or N) of the 
second IGRA test from those of the first IGRA test? 
Null hypothesis H0 in this Chi-square test is that there is 
an association between the results of the first and 
second IGRA tests, while the alternative hypothesis 
(Ha) is that there is no association between the results of 
the first and second IGRA tests. 

Table 3: Statistics for Table of First_IGRA_1 by 
Second_IGRA_1 

Statistic DF Value Prob

Chi-Square 4 89.0847 <.0001

Likelihood Ratio Chi-Square 4 118.2686 <.0001

Mantel-Haenszel Chi-Square 1 0.0259 0.8721

Phi Coefficient  0.9787
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Statistic DF Value Prob

Contingency Coefficient  0.6995

Cramer's V  0.6921

WARNING: 22% of the cells have expected counts less 
than 5. Chi-Square may not be a valid test. 

 
The small P value in Table 3 indicates that the null 

hypothesis should be rejected and there is no association 
between the test results (P or N) of the first and second 
IGRA (2007 to 3/2009) test. Of note, due to the low 
percentage of the cells that have expected counts less 
than 5 the Chi-square test may not be valid. 

There are 85 health workers who took the serial 
IGRA (post 3/2009) test (Table 4). Among them, all 39 
workers with an initial positive test had a negative result 
on the retest (reversion). Meanwhile, 19 employees with 
initial negative test became positive on the retest 
(conversion) while the remaining 4 were indeterminate 
on retest. This means that all 85 health care workers 
who had done the retest had different test results and 
none of them kept the same results. The reproducibility 
of IGRA (post 3/2009) is very poor. Furthermore, there 
were 27 indeterminate cases (31.76% of all retested 
cases) in the first test, and 1 of them became positive 
and the rest (26) became negative on the retest. 

Table 4:  Number of Employees who were retested 
IGRA_2 (post 3/2009) 

Frequency 
Percent 
Row Pct 
Col Pct 

Table of First_IGRA_2 by Second_IGRA_2 
First_ 
IGRA_
2 

Second_IGRA_2 
I N P Total

 I 0 
0.00 
0.00 
0.00 

26 
30.59 
96.30 
40.00 

1
1.18
3.70
6.25

27
31.76

 N 4 
4.71 

21.05 
100.00 

0 
0.00 
0.00 
0.00 

15
17.56
78.95
93.75

19
22.35

 P 0 
0.00 
0.00 
0.00 

39 
45.88 

100.00 
60.00 

0
0.00
0.00
0.00

39
45.88

 Total 4 
4.71 

65 
76.47 

16
18.82

85
100.00

Table 5: Statistics for Table of First_IGRA_2 by 
Second_IGRA_2 

Statistic DF Value Prob

Chi-Square 4 79.7434 <.0001

Likelihood Ratio Chi-Square 4 84.6562 <.0001

Mantel-Haenszel Chi-Square 1 0.5179 0.4717

Statistic DF Value Prob

Phi Coefficient  0.9686

Contingency Coefficient  0.6957

Cramer's V  0.6849

WARNING: 22% of the cells have expected counts less 
than 5. Chi-Square may not be a valid test. 

 
The P value in the chi-square test in Table 5 is also 

small. This indicates that the null hypothesis should be 
rejected and there is no association between the test 
results (P or N) of the first and second IGRA (post 
3/2009) test. Again the warning is noticed that chi-
square may not be a valid test. 

 
4. Analysis for Concordance between TST and 

IGRA 
For the analysis of the concordance between TST 

and IGRA, the Kappa correlation coefficient is used. 
Cohen’s Kappa statistic, κ, can be used to assess the 
agreement between alternative methods (TST and IGRA 
in this case) of categorical assessment (P or N) when a 
technique is under study [18, 19]. In order to find κ the 
formula:  is used with Pr(a) being the 

observed percentage of agreement between the methods 
and Pr(e) the expected percentage of agreement. The 
observed percentage of agreement Pr(a) implies the 
proportion of ratings where the assessments agree, and 
the expected percentage Pr(e) is the proportion of 
agreements that are expected to occur by chance as a 
random result. The Kappa correlation coefficient κ can 
be interpreted in the following scale:  

κ Range Interpretation
if κ ≤ 0 No agreement  
if κ ≤ 0.20 Poor agreement  
if 0.20 < κ ≤ 0.40 Fair agreement  
if 0.40 < κ ≤ 0.60 Moderate agreement  
if 0.60 < κ ≤ 0.80  Good agreement  

 
There were a total of 2100 health workers who had 

both TST and IGRA_1 (2007-3/2009) tests. Among 
them, there were 46 employees whose IGRA test results 
were indeterminate. With these 46 employees excluded, 
a total of 2054 employees were included in the analysis 
of the concordance between TST and IGRA_1 (Table 
6). 

Table 6 shows that there were 153 (7.45%) 
employees who tested positive by TST but negative by 
IGRA_1 (2007-3/2009), and 8 (0.39%) who tested 
negative in TST but positive in IGRA_1 (2007-
03/2009). The discordance rate is 7.84% (161 out of 
2054 cases), which is in the acceptable range. 
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 Table 6:  Concordance between TST and IGRA_1 (2007-
3/2009) 

Frequency 
Percent 
Row Pct 
Col Pct 

Table of TST by IGRA_1 

TST 

IGRA_1 
N P Total 

 N  1871 
91.09 
99.57 
92.44 

8
0.39
0.43

26.67

1879
91.48

 P  153 
7.45 

87.43 
7.56 

22
1.07

12.57
73.33

175
8.52

 Total  2024 
98.54 

30
1.46

2054
100.00

The Kappa correlation coefficient κ is also applied 
to the above data to determine the agreement between 
the results of TST and IGRA_1 (2007-3/2009). Note 
that there were 22 cases that were positive, determined 
by both TST and IGRA (2007-3/2009), and 1871 cases 
that were negative determined by both tests. Thus, the 
observed agreement is  

To calculate Pr(e) (the expected percentage of 
agreement) it is noted that TST found 8.52% positive 
and 91.48% negative, and IGRA (2007-3/2009) found 
1.46% positive and 98.54% negative.  

Therefore, the probability that both tests found 
positive randomly is 8.52% · 1.46% = 0.1244% and the 
probability that both found negative is 91.48% ·98.54% 
= 90.1444%. As a result the overall probability of 
random agreement is Pr(e) = 0.1244% + 90.1444% = 
90.2688%. 

Finally, the Cohen's Kappa correlation coefficient 
can be determined: 

 
This result is confirmed by SAS output in Table 7. 

Also in Table 7, with asymptotic standard error (ASE) = 
0.0369, the 95% confidence interval for κ is (0.1222, 
0.2669). 

Table 7: Statistics for Table of TST by IGRA_1 
Simple Kappa Coefficient 

Kappa 0.1945 

ASE 0.0369 

95% Lower Conf Limit 0.1222 

95% Upper Conf Limit 0.2669 

 
The Kappa Correlation coefficient  is 

near the borderline of poor and fair agreement between 
TST and IGRA (2007-3/2009). 

Similarly the Kappa Correlation coefficient can be 
applied to determine the agreement between TST and 

IGRA (post 2009) (with the 39 IGRA indeterminate 
excluded in Table 8). 

 
Table 8:  Concordance between TST and IGRA_2 (post 

3/2009) 

Frequency 
Percent 
Row Pct 
Col Pct 

Table of TST by IGRA_2 

TST 

IGRA_2 

N P Total

 N 1612 
89.41 
96.82 
94.05 

53
2.94
3.18

59.55

1665
92.35

 P 102 
5.66 

73.91 
5.95 

36
2.00

26.09
40.45

138
7.65

 Total 1714 
95.06 

89
4.94

1803
100.00

In Table 8, there were 102 (5.66%) health care 
workers who were TST positive but IGRA negative  
(post 3/2009), and 53 (2.94%) who were TST negative  
but IGRA positive (post 03/2009). Therefore, the 
discordance rate is 8.60% (155 out of 1803 cases). 

Table 9: Statistics for Table of TST by IGRA_2 

Simple Kappa Coefficient 

Kappa 0.2736

ASE 0.0414

95% Lower Conf Limit 0.1925

95% Upper Conf Limit 0.3547

In Table 9 the Kappa correlation coefficient is 
determined to be κ = 0.2736, which indicates that there 
is a fair agreement between TST and IGRA (post 
3/2009). Compared Table 9 with Table 7 it is concluded 
that IGRA performance after 2009 has better agreement 
with TST than IGRA performed between 2007-3/2009. 

5. Result and Discussion 

1. Agreement between TST and IGRA: 
Concordance between the TST and IGRA have 

widely varied in published studies, with variability 
attributed to factors such as test interpretation, recent 
TST, demographics, coinfections, immunosuppression, 
and background prevalence of tuberculosis [3-7].  As 
per the results above we can conclude that the Cohen’s 
Kappa measurement for TST and IGRA 2007-3/2009) 
is 0.1945 and considered poor agreement but near the 
fair agreement. Cohen’s Kappa measurement for TST 
and IGRA (post 3/2009) is 0.2736 and considered fair 
agreement.  One possible reason for improved 
agreement after March 2009 may be related to 
operational characteristics of introducing the IGRA test 
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into the employee-screening program.  As IGRA had 
been newly implemented into their laboratory system 
around 2007, more technical acclimation was initially 
required, partially evident in the higher number of 
indeterminate results.  More speculative factors may be 
related to changes in the employee population that was 
tested over time. The majority of the disagreements in 
all years were TST+/IGRA-, which are commonly 
linked to older age and populations enriched with 
foreign-borne individuals who had previous BCG 
vaccination [6.8].   
2. Reversions and Conversions: 

Both TST and IGRA responses commonly fluctuate 
on serial testing, to a magnitude where they may change 
from negative to positive (conversion) or from positive 
to negative (reversion) [9, 10]. 

Among our set of employees who received multiple 
TSTs, there were 11 cases of reversion and 29 cases of 
conversion (Table 1).  Conversion typically signifies the 
development of an immune response to mycobacterial 
antigens following new infection with M. tb, other 
mycobacteria, or BCG vaccination and serial testing is 
typically used to investigate of actively infected TB 
cases.   However, in the absence of a known exposure 
between the two tests, it is also often difficult to 
distinguish true conversion from a boosting 
phenomenon where the first TST primes the immune 
system to react to the second TST and create a positive 
result [11].  Therefore, a proportion of the 29 
“conversions” may have not had exposure at all but 
manifested with a boosting phenomenon.  Time 
between the two tests and degree of increase in response 
are used as general guidelines to distinguish conversion 
from the boosting phenomenon, but this is subject to 
inter-individual variability.  Reversion is more common 
in older adults and in those manifesting the booster 
phenomenon [ 12 ].  It may also occur following 
treatment for TB infection in some patients, especially 
when their baseline TST was borderline positive [13] .   

Among our set of employees who received multiple 
IGRA tests, there were 16 cases of reversion and 22 
cases of conversion prior to March 2009 (Table 2) and 
39 cases of IGRA reversion and 15 cases of IGRA 
conversion after March 2009 (Table 4).  Conversions, or 
increases in IGRA responses, may signify a new 
infection, but could also occur due to laboratory 
variations or a boosting phenomenon following TST 
placement [14, 15]. Reversions, or decreases in the 
IGRA response, can be even more difficult to interpret.  
In a minority of cases, IGRA reversions have been 
attributed to clearance of infection, whether 
spontaneous or after treatment, but are more commonly 
due to variance in testing.  Notably, conversions and 
reversions are commonly seen when baseline 
TST/IGRA results were discordant, implying a weaker 
baseline result, or in IGRA responses near cut points 
dividing positive and negative results [10, 16, 17].  
Therefore, it is often unclear whether these fluctuations 
or changes on serial testing are attributed to internal test 

qualities and interpretation or to true responses in the 
patient.  

The statistical analysis highlights operational 
challenges with current tests used for diagnosing latent 
TB.  Specifically, disagreement between the TST and 
IGRA tests, as well as poor reproducibility of these tests 
especially evident by high reversion rates, confirms the 
need to interpret these tests results with caution.  
Ultimately, cut-off points to distinguish intrinsic 
variability in the test and new TB infection need to be 
optimized based on specific host and population 
characteristics.  In the meantime, patient-specific risk 
factors for developing severe infection as well as new 
TB exposure should also be taken into consideration 
when making treatment decisions for latent TB 
infection.   
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Abstract 

Detailed analysis of the socio economic status of renewable energy consumers namely biogas and micro hydro 
is done for Nepal. The questionnaire of the two surveys was same except for questions pertaining to biogas and 
MHP. Direct questions relating to income fails to reflect the socioeconomic status. Thus proxy asset indicators are 
identified. This paper is based on the survey of 400 households using biogas as a source of renewable energy, 
which was conducted in three different rural settings of Nepal during September to November 2010. Out of 467 
variables studying various socio-economic and performance parameters in the consumer profile database 47 proxy 
asset variables are chosen. The dimension is reduced to ten orthogonal variables explaining 60 percent of the 
variability using Principal Components Analysis (PCA). A survey of 51 households of Micro Hydro consumers 
was done in January 2014. The number of variables studying different socio-economic and performance 
parameters was 386, out of which 49 were identified as proxy asset indicators. Principal components analysis 
reduced the dimension to eight orthogonal variables explaining 61 percent of the total variation. Multinomial 
regression is applied to minutely analyze the dynamics of change in response of time saved with respect to 
independent variables income status, distance travelled and occupation. This paper aims to stimulate interest in the 
interdisciplinary applications of various statistical methodologies to a problem from renewable energy. The results 
will help understand the socio-economic status of the consumers which will help make an optimum market 
strategy that will popularize renewable energy. 

Keywords: Principal Components Analysis, Multinomial Regression, Biogas, Micro Hydro, Consumer Profile Database, 
Survey, Questionnaire, Socioeconomic, Asset Variables, Age Distribution 
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1. Introduction 

Nepal has an agriculture based economy. Biogas 
plants are ideal source of renewable energy as they run 
on cow dung and other farm animals waste. Cattles are 
integral part of such economy. The energy shortage is 
marked by up to fourteen hours of load shedding in 
Nepal. Biogas and Micro hydro are plausible answers to 
this shortage. Nepal is rich in water resources and Micro 
Hydro can be installed in any nook and corner of a 
mountainous terrain. Micro hydro, the technology for 
small sized hydropower projects of up to 100 kW, can 
not only bring light into people's lives in the off grid 
locality but also give energy and water security to 
population. 

 Renewable energy sources are mainly used by 
farmers of Nepal’s agriculture based economy. In such 
economies most of the socio economic transactions are 
carried outside the market. Hence many benefits cannot 
be evaluated monetarily. These socioeconomic 
transactions also cannot be easily quantified and are 
therefore subjective in nature. Direct questions on 
income and expenditure are offensive and are of 
sensitive nature. Quantitative assessment of socio 

economic indices requires special attention. Hebert et 
al. [7] reduced the dimension of a number of predictor 
variables with minimal loss of information. The seven 
variables related to socioeconomic conditions included 
in computing the socioeconomic status principal 
components (SESPCs) were as follows: GNP, life 
expectancy at birth, infant mortality rate, proportion of 
the population without safe water or excreta disposal 
facilities, and the number of physicians or hospital beds 
per 10 000 population. A survey using a structured 
questionnaire to collect data on socio-economic 
characteristics and malaria beliefs and practices among 
more than 400 net-owning and non-net-owning 
households was conducted by Howard [8]. A composite 
socioeconomic index was created is, and survey 
households were divided into socio-economic quartiles. 
Vyas and Kumranayake [10] reviewed various issues 
related to choice of variables and data preparation to 
Brazil and Ethiopia Demographic Health Survey data. 
Filmer and Pritchett [6] studied wealth by constructing a 
linear index from asset ownership indicators. Different 
methods to be adopted to improve the running of PCA 
on discrete data were suggested by Kolenikov and 
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Angeles [10].  In modern days, data based research 
requires sound statistical analysis and its 
interdisciplinary application. The mortality and fertility 
data of developing countries especially from Nepal are 
analyzed by using deterministic and mixed effect 
models by Devkota [4] [5]. Several problems associated 
with the continual collection of vital statistics especially 
in countries with limited and defective data like Nepal 
are discussed by Devkota [3].  Similarly the importance 
of digitization of survey data is elucidated in details by 
Devkota [2]. 

In this paper the analysis of assets done as a part of 
socioeconomic analysis, deals essentially with 
intangible factors and their impact with reference to the 
use of renewable energy. We attempt to do the difficult 
task of objective quantification of socioeconomic 
benefits of two sources of renewable energy where the 
definition and evaluation of such impacts is not possible 
in numerical terms.   The remainder of this paper is 
arranged as follows. In section 2 called methods and 
materials, the steps followed for design as well as 
implementation of the survey and the resulting dataset 
that motivates this study are described along with a 
brief literature review. Section 3 gives the results and 
discussions of this study and the concluding section 4 
gives the overall discussion of the conclusions. 

 

2. Research methodology 

 

2.1 Mathematical Background 

Principal component analysis is a statistical 
approach that can be used to analyse the 
interrelationship among a large number of variables 
such that the information contained in a number of 
original variables is condensed into a smaller set of 
variates (factors) with minimum loss of information. 
This data summarization helps identify the underlying 
dimension or factor, estimates of factors and 
contribution of each variable to the factors (termed 
loadings).  Unrotated factor matrix comprising of factor 
loadings is used when the main objective of research is 
in best linear combination of variables where the a 
particular combination of original variables account for 
more of variance in the data as a whole than any other 
linear combination.  

Suppose we have a set of N variables, a*1j to a*Nj, 
representing the ownership of N assets by each 
household j. Further, let us standardize each variable by 
its mean and standard deviation: for example, 

, where  is the mean of across 

households and  is its standard deviation. These 
selected variables are expressed as linear combination 
of a set of underlying components for each household    
j: 

      

. 

                                           
 ....... (1) 

where, j=1,….J.  A's are the components and v's are the 
coefficient on each component for each variable. The 
"scoring factors" from the model are recovered by 
inverting the system implied by eq. (1), and yield a set 
of estimates for each of the N principal components: 

      

. 

. 
     ..........(2) 

where j=1,…J. The asset index expressed in terms of 
the original (unnormalized) variables, is therefore an 
index for each household based on the expression 

)+... )........................(3) 

where j=1,….J. With respect to the study of Micro 
hydro consumers of the study there are 49 asset 
variables and 51 households. So N = 49 and J = 51. 
Whereas with respect to Biogas consumers N = 47 and J 
= 400. 

Multinomial logistic regression is used to predict 
categorical placement in or the probability of category 
membership on a dependent variable based on multiple 
independent variables. It is a simple extension of binary 
logistic regression that allows for more than two 
categories of the dependent or outcome variable. Let J 
denote the number of categories of Y. Here Y is a 
multinomial response variable. Let {π1, π2…….πj} 
denote the response probabilities, satisfying the 
condition that their sum is equal to 1. Logit models for 
multinomial response pair each category with a baseline 
category. When the last category (J) is the baseline, the 
baseline-category logits are 

 
Given that the response falls in the category j or J, this 
is the log odds that the response is j. The baseline 
category logit model with predictor x is  
 

 
The model has J-1 equations with separate 

parameters for each. The effects vary according to the 
category paired with the baseline. When J = 2, this 
model simplifies to single linear equation for 

, resulting in ordinary logistic 

regression for binary responses. 
There is an odds ratio associated with each 

predictor. It is denoted by Exp(B). It is more than 1 in 
cases where predictors increase the logit, Exp(B) is 
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equal to 1 in cases where predictor don’t have any 
influence on the logit and Exp(B) is less than 1 in cases 
where predictors decrease the logit. 
 

2.2 Sample survey and consumer profile database 

A survey of 400 households was conducted in three 
different regions of Nepal. A comprehensive database 
of 467 variables was constructed on the basis of 
questions related to their socio economic standards, life 
style change, health impacts and design expectations. 
This survey was conducted during September to 
November 2010.  The questionnaire was designed with 
an objective of keeping biogas use in the core and 
getting all the possible information about a typical 
middleclass Nepalese family inhabiting in rural areas, 
its economic and social background and change after 
biogas was used in their household. In 59 questions 
information was collected on amount of landholdings, 
livestock and fuel wood expenses before and after the 
installation of plants. These households had 2272 
individuals of different age groups. So with the 
structure of the questions information can be obtained 
about the households that haven’t installed biogas as a 
source of renewable energy. Among biogas consumers 
of Nepal inhabiting in the rural area who are primarily 
using cow dung for their plant, income and expenditure 
transactions are carried out outside the market.  

Similarly a sample survey of 51 households was 
conducted from a population of 179 of Micro hydro 
project (MHP) consumers of Karam Danda MHP.  
Karam Danda Micro hydro is located in ward no. 2 of 
Vimkhori village development committee (VDC) of 
Kavre district. It is located about 50 Kilometers from 
Kathmandu.  Despite its close geographical proximity to 
the capital it is a relatively backward with respect to 
electricity connection to the national grid. The 
inhabitants of this VDC have an access to electricity 
since 2010 through the construction of 17 KW Karam 
Danda MHP.  They are primarily farmers by profession. 
These households can light 100 watt of bulb from 6 PM 
to 6 AM from this electricity. A comprehensive 
database of 386 variables was constructed on the basis 
of questions related to their socio economic standards, 
life style change, health impacts and design 
expectations. This survey was conducted during January 
– February 2014.  The questionnaire was designed with 
an objective of keeping micro hydro use in the core and 
getting all the possible information about a typical 
middleclass Nepalese family inhabiting in rural areas, 
its economic and social background and change after 
micro hydro was used in their household. In order to 
compare biogas users with MHP users the questionnaire 
designed was very similar to the questionnaire for 
biogas consumers. Thus in 60 questions information 
was collected on topics such as the age distribution of 
51 households, amount of landholdings, livestock, the 
fuel wood expenses before and after the installation of 
plants etc. These households comprises of 278 
individuals of different age groups. So here also with 
the structure of the questions information can be 

obtained about the households that haven’t installed 
micro hydro as a source of renewable energy. Most of 
the questions were yes/no in nature.  

This article gives some results in the task of 
objective quantification of socio economic structure of 
biogas and micro hydro consumers. Out of 467 
variables 47 are indicator asset variables that can be 
classified into four groups. In the first group there were 
8 questions related to asset ownership which comprised 
of land, house, means of transportation and electronic 
equipments such as computer, television, radio, 
mobiles, telephones and refrigerator. There were 10 
indicator variables in this category. Characteristics of 
house dwellings and toilet were the second group and 
comprised of 6 questions and 10 indicator variables. 
Here questions on materials used in the construction of 
house were asked. Open latrine, latrine far away from 
the house or close to the house etc were queries related 
to the type of latrine. Water source and needs was the 
third group with 6 questions and 20 indicator variables. 
Detailed question on the use of water such as for 
bathing or cooking etc were asked. Different sources of 
water such as private well, open well, community water 
supply etc were asked. Fourth and the last group was 
the amount of land owned and comprised of 5 indicator 
variables Similarly out of 386 variables of consumer 
profile database based on a sample survey data of 51 
households of Micro hydro consumers, 49 proxy asset 
variables are identified. They are closely interlinked to 
the socio economic structure of the micro hydro 
consumers and are more accurate and reliable indicators 
than the exact monetary accounts. These assets 
variables are classified into four categories namely 
Material Assets, Type of House, Amount of Land 
Possession and Source of Water.  These variables 
resulted from a questionnaire comprising of 60 
questions with answers classified into several 
categories. 
 

3. Research results and discussions 

Principal components analysis was conducted. Here 
61 percent of underlying correlation between 49 assets 
variables of MHP consumers was explained by 8 
orthogonal principal components. First two principal 
components explain 24 percent of the total variation. 
The first component has high absolute value of factor 
scores with respect to indicators of wealth such as 
ownership of refrigerator, own sources of water for 
cooking, bathing, washing and drinking. Thus the first 
component is an indicator of wealth of the family. 
Access to own water source for drinking, cooking, 
bathing is the main indicator of the economic well-
being of the families. Then the socioeconomic 
categorization is done classifying the households into 
three socio-economic groups, where rich comprised of 
top 20% of the socio-economic group of the society, the 
middle income group comprised of middle 40% and the 
lowest 40% are economically most deprived. This was 
on the basis of asset index which is linear combination 
of factor loadings of first principal component and 
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normalized asset ownership variables. Hence it is a 
dependent variable constructed on the basis of factor 
scores of first principal component.  The robustness of 
this classification is tested by the data on those assets 
which are conventionally owned by people who are 
more economically well off. Thus the dimensionality of 
the data comprising of 49 interrelated asset variables is 
reduced to 8 orthogonal variables. It is also seen that 
ownership of own water source is the main factor 
differentiating economically well off households with 
poor households. Income status is the variable resulting 
from this asset index. Similarly for biogas consumers, 
PCA of 47 asset variables from 467 variables of entire 
socio-economic survey extracted 10 components. This 
explained 60% of the total variance. First two principal 
components explained 19% of the total variation. Then 
the socio-economic categorization is done classifying 
the households into three socio-economic groups, where 
rich comprised of top 20% of the socio-economic group 
of the society, the middle income group comprised of 
middle 40% and the lowest 40% are economically most 
deprived. This was on the basis of asset index which is 
linear combination of factor loadings and normalized 
asset ownership variables [1]. The distribution of 
households of MHP consumers and biogas consumers 
according to the assets index is shown in Figure 1 and 
Figure 2. These asset indices based on the factor 
loadings for first principal component has classified 
these families into three income groups. 
 

Figure 1: Income classification of Micro Hydro Consumers 
Further multinomial logistic regression is fitted to 

these variables for MHP and biogas consumers 
separately. Time saved is regressed on Distance 
travelled, Income status and Occupation. Time saved, 
Distance travelled and Income Status are categorical 
ordinal data whereas Occupation is a nominal data. 
Here the dependent variable namely Time Saved 

quantifies the amount of time saved per household. It is 
an ordinal data where for MHP consumers five options 
were provided, which are the following no time, 15 – 30 
min, 30 – 45 min, 45 – 60 min, and 60 – 120 min saved 
with ranks 0, 1, 2, 3, 4 respectively. 

 

 
Figure 2: Income classification of Biogas Consumers 

 
 

Similarly Distance travelled quantifies the distance 
covered for the collection of firewood. It is an 
independent variable. Five options were provided as 
answers namely No distance travelled, less than 100m, 
100 – 200m, 200- 500m and more than 500 m that were 
ranked as 0, 1, 2, 3 and 4 respectively. Income Status is 
another independent variable categorised into 1, 2 and 3 
representing bottom 40%, middle 40% and top 20% of 
the socioeconomic classification. The variable 
Occupation gives first option chosen by the household 
as response and it has three categories namely 
Agriculture, Business and Livestock that are categorised 
as 1, 2 and 3 respectively. For biogas consumers the 
options provided as answers to the question on Time 
Saved per day is no time, less than 60 min, 60 – 180 
min, 180 – 300 min, more than 300 min with ranks 0, 1, 
2, 3 and 4. As the biogas generated by the plant was 
mainly used in cooking the amount of time saved by a 
biogas consumer is substantial in comparison to an 
MHP consumer; they use the electricity generated for 
lighting their houses in the evening.  The options 
provided as answers for Distance Travelled, Income 
Status and Occupation are same for both type of 
consumers. Questionnaire for both these surveys had 
been designed in such a way that the questions asked 
along with the options provided were same except for 
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the questions pertaining to the performance of MHP and 
biogas.  The results of model fitting are summarized in 
Table1. The regression is highly significant with a p 
value of 0.013 for MHP consumers. The value of Chi 
square test statistics is 52.501. The value of -
2logliklihood is 47.78. The efficiency of the model is 
given by Nagel Kerke pseudo R2 value of 0.709. The 
benefits of installation of MHP in a community of 179 
households can be quantified with the help of odds 
ratio. Installation of micro hydro had a significant effect 
of the families claiming that farming is their major 
occupation; families engaged in farming have 73.6% 
higher odds of claiming that micro hydro saved their 
time by 45 min – 1 hour. Similarly those in the poor 
income group are 23.6% more likely to claim that micro 
hydro saved their time by 1 – 2 hours. These values of 
odds ratio help quantify the extent of benefit of this 
source of renewable energy to the farmers and livestock 
keepers. Similarly households covering 200 – 500m 
daily for the collection of firewood are 3472 times more 
likely to claim that MHP saved their time by 45 min – 1 
hour. The results of regression are shown in Table1. 
This shows a very good fit with 80.4% of accuracy. 
Similarly Time saved response after a switch over 
biogas is regressed upon Distance travelled, Income 
Status and Occupation. The regression is highly 
significant with a p value of 0.  The value of Chi Square 
is 114.954 at 36 degrees of freedom. The value of -
2logliklihood is 123.604. The efficiency of the model is 
given by Nagel Kerke pseudo R2 value of 0.274. 
Ordinary least squares (OLS) are based on minimising 
the difference between observed and predicted value. 
But this is not true for logistic regression. The 
efficiency of OLS models is measured with the help of 
coefficient of determination R2, but in the case of 
logistic models Nagel Kerke R2 is more suitable as it 
compares the value of R2 with its upper bound (R2 
max). This is obtained by dividing R2 by R2 Max. 
Comparison of both R2 shows that logistic regression is 
more successful in the case of MHP data than biogas 
data. This fact is validated by higher value of Nagel 
Kerke R2 (0.709) for MHP consumers than for Nagel 
Kerke R2 (0.274) for biogas consumers. The benefits of 
installation of Biogas in a community of 400 
households can be quantified with the help of odds 
ratio. Households covering 100 – 200m for the 
collection of fire wood before the construction of biogas 
plants were 487800 times more likely to claim that it 
saved their time by 1- 3 hours. As seen from Table 2 
and Table 3, the prediction of amount of time saved 
using logistic regression model shows 80.4% and 56.2% 
accuracy in case of MHP and biogas respectively. 
 
Table1: Time saved is regressed on Distance travelled, Income 

Status and Occupation 
 

Renewable 
Energy 
Source 

-
2logliklihood 

Chi Square Pseudo R2 

Biogas 123.604 52.501 0.274 

MHP 47.78 114.954 0.709 

Dependent 
Variable 

Independent Variable 

MHP 
Time 
Saved 

Occupation Distance 
Travelled 

Income 
Status 

45 min – 
60 min 

Farming 
Odds ratio 

1.736 
Wald’s 

Statistics 
0.006 

  

1 - 2 hours   Poor 
Odds Ratio 

1.215 
Wald’s 

Statistics 
0.001 

45 min – 
1hour 

 200-500m 
Odds Ratio 

3472 
Wald’s 

Statistics 
0.045 

 

Biogas 
3-5 hours 100 – 200 m 

Odds Ratio 
487800 
Wald’s 

Statistics 
0.000 

  

3-5 hours   Poor 
Odds Ratio 
0.00000634 

Wald’s 
Statistics 

0.001 

30 min  Farmer 
Odds Ratio 
4.446E-16 

Wald’s 
Statistics 

0.000 
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4. Conclusion 

This paper has attempted the difficult task of 
objective quantification of socio-economic parameters 
of biogas and micro hydro consumers. Difficulty in 
quantification of such parameters which are real and 
intangible overshadows its great importance in such 
research. These studies are very important; better 
knowledge of such studies will help develop optimum 
market strategies according to the income level. Such 
studies involving data generation, verification, 
rectification and prediction are very crucial for 
countries overshadowed by inaccurate official records. 
Principal components analysis is used for the analysis of 
socio-economic status; these are intangible and hence 
cannot be quantified. Asset index is also calculated on 
the basis of the first principal component. This 
component is an indicator of wealth with high absolute 
value of factor scores on households with own water 
source. Thus having own water source is the most 
important indicator of affluence in such groups. This is 
plausible as they are all farmers living in close 
proximity to each other. Their access to the water 
source such as private tap, public tap, common well, 
river/ spring for meeting their cooking, bathing and 
irrigation needs plays a key role. On the basis of the 
values of the asset index the consumers were classified  

 
 

into rich that were the top 20 % which was followed by 
middle 40% and bottom 40%. It can also be classified 

as rich, middle income and poor respectively is an 
indicator of wealth having high loadings on expensive 
assets. Multinomial regression has quantified the 
dynamics of response of time saved due to the use of 
renewable energy with respect to income status, 
distance travelled for the collection of firewood and 
occupation. The results show that although renewable 
energy has been beneficial to all type of consumers; but 
consumers from lower income group were more vocal 
about greater benefits of MHP. Similarly those covering 
longer distance for the collection of firewood claimed 
that the use of renewable energy saved their time 
considerably. Thus the extent of benefit could be 
quantified with the help of odds ratio. The results of 
such detailed studies can be generalized to many 
countries in South Asia and Africa including 
Bangladesh, Pakistan. 
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Abstract 

A social identity is an important perspective of customer–brand relationship. Customers are comfortable to 
buy the products through social network. However, they could rapidly change their mind to other competitors as 
well. For this reason, most of sellers have to find the suitable techniques in order to gain the competitive advantage 
to maintain customers’ loyalty. A diversity of online products are become a major competition particular with 
product design, price and promotion in E-commerce market. These factors are combined as Brand identity. The 
objective of the study is therefore to examine and provide the empirical analysis whether Brand identity factors 
has positive impacted on brand loyalty particularly in the social commerce. The studied population focuses on the 
socio-demographic of the online consumer. The statistical analysis was analyzed using factor analysis and multiple 
linear regression. The results have shown that Brand identity; including product, price, and promotion, have 
positive influence significantly on brand loyalty. The main contribution of this study is that this study is the first to 
empirically test the effect of such factors on brand loyalty in social commerce in Thailand.   

Keywords: Brand identity, Social marketing, Customer behavior, Brand loyalty, E-Commerce 
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1. Introduction 
As the numbers of internet users are still increasing 

in the last ten years, this gains the opportunity of 
merchandisers to increase the sale channels such as 
social-media. There are 1.5 billion internet users, and 
still ongoing by five-percent year-on-year [6]. The 
social channels are turned advantage for small 
businesses by communicating directly to customers and 
could take market share from the large business [12]. 
Therefore, it is necessary that company has to become 
brand loyalty to gaincompetitive advantage. As the 
number of the purchasing through the social media is 
popular, the products are become diversity on online 
market especially the skin care products. The issue of 
brand loyalty for E-commerce has been intensively 
studying in various literatures such in the South Korea 
[9]. Online customer base their base their repurchase on 
previous experience through full service include product 
quality and online transaction service. There is intense 
competition on Product, Price and Promotion. As the 
previous study, Price and Promotionare effect to young 
shoppers’ behavior [5], and Product assortmentis also 
important to customer [20], these factors are integrate as 
Brand identity. Brand identity is the starting point of 
building brand reputation and integrated marketing 
communicationsfor the purpose of building brand 
loyalty [14]. As guided intensively in literature; 
however, there is lack of empirical study testing such 
Brand identity on brand loyalty. The purpose of this 
research is therefore to explore and examine the factors 
that affect online loyalty in context of Thailand. The 
research questions are (1) what are the main factors 
influencing the successful online loyalty and (2) what 
are the impacts of such factors on the online loyalty 

This paper was organized as follows; theory 
background and hypotheses is in the section 2, followed 
by the research methodology and data analysis is in 
section 3 and 4 respectively. The last section is the 
conclusions and suggestions for further investigation. 

 
2. Theory Background and Hypothesis 
 
2.1Brand loyalty in E-business 
Nowadays brand are not define as in the past. In 

classical definition (1960), the American Marketing 
Association (AMA) defined the brand as “a name, term, 
sign, symbol, or design, or a combination of them which 
is intended to identify the goods or services of one seller 
or a group of sellers and to differentiate them from 
those of competitors.”, [7, p.9]. But for today’s 
economy, brand becomes meaning in many intangible 
elements, not only tangible representations of a product, 
service or company as the AMA had mentioned. A 
brand is not only meaning to product, name, or logo but 
it combines communication, action, and organization. 
All process of the brand affect to behavior and action of 
customer. From the research on repurchase behavior, 
when customers become loyalty to the brand, customers 
havecommitment and attachment towards their loyalty 
brand, resistance to switch and willingness to pay more 
[19].The importance of loyalty has been a critical issue 
in the study of online market[16, 22]. Brand loyalty 
helps to increasing in market share, higher profits and 
better goodwill among consumers which is direct 
impact on the revenue and profitability of a company.  

In this study, Brand loyalty in E-business is defined 
as “customer’s favorable attitude and commitment 
towards the online retailer that results in repeat purchase 
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behavior”[18]. Furthermore in this research is consist of 
three main point study of brand loyalty which are 
repurchase, word-of-mouth, and support the new 
product and brand activities. 

 
2.2 Brand identity 
Different individuals have different levels of 

motivation and need for distinctiveness in their 
identities [21]. A brand with more distinctive identity is 
advantageous in obtaining consumers' attitudinal and 
action supports [8]. From pass researched brand identity 
has a direct effect on brand relationship and builds 
brand reputation [14, 17]. Some scholars define brand 
identity as the distinctive and relatively enduring 
characteristics of a focal brand (or company) [3, 4]. In 
this study, brand identity defined as the distinctive 
elements and communication style of online brand that 
present through the marketing mix (4P’s). 

Borden (1964) identified 12 marketing elements as 
the marketing strategy ormarketing mix which can help 
business to operate in a more profitably way [2]. 
Afterward, McCarthy and Brogowicz (1981)studied in 
basic marketing then determined marketing mix into 4 
essential elements which are Product, Price, Promotion, 
and Place [13].Marketing mix is mentioned as a 
valuable tool for develop planning for marketing 
activities [1]. These four elements involve different 
subcategories that depend on the target customer of the 
brand which can make brand identity. For example, 
some online brand can impressed customers by product 
design, packaging of parcel delivering, or low price 
product with high quality. This study would 
questionnaire focus on Product, Price, and Promotion. 
For Place we interest in online transaction through 
social media channel (include: Facebook, Line, IG 
(Instagram), Google+, Twitter, and YouTube). 

 
Hypothesis: There is a positive relationship between 
Product, Price, and Promotion on Brand loyalty  

 
3. Research Methodology 
 
3.1 Samples and Data collection 
The survey method in this study is the purposive 

sampling (non-probability sampling method) by two 
ways approaches including online and face-to-face 
survey. The target group is to have higher percentage of 
female than male and higher percentage of age range 
18-40 years old than less than 18 and more than 40 
years old. The targetrespondent is those who had an 
online purchase experience, then, the online survey is 
posted on Facebook in the cosmetic fan page and 
follower of skin care/cosmetic selling page. While face-
to-face survey, data is collected at public facilities in 
Bangkok and out skirting city of Bangkok including 
five university locations, a public library, and ten local 
shopping malls.There are 200 responseswhere there are 
50 responses from online and 150 responses from face-
to-face survey. This study only focuses onrespondents 

who had online transaction and thereare 146 valid 
responses for data analysis. 

 
3.2 Measures Goodness of measure 
All of constructs and measurement items were 

adopted form the intensively review of the literature. 
The survey questions apply from the study ofHe et al 
(2012), BakewellandMitchell (2006), and the review of 
Thai online shopping [8, 5]. There were three 
components to measureBrand identity as follows, 7 
items for Product, 2 items for Price, 6 items for 
Promotion, and 4 items for Brand loyalty.Each 
construct was measured by a five-point Likert type scale 
rang in from 1 (Strongly Disagree) to 5 (Strongly 
Agree). In this study, the data analysed in second steps. 
First step, we checked reliability of all measurement 
items, then used factor analysis to ensure the 
measurement items in each component (E-tail quality 
and Brand loyalty) can group by using Kaiser-Meger-
Olkin (KMO) technique, the component are inter 
correlation if KMO should be greater than 0.60, then 
used reliability analysis to check internal consistency of 
components by Cronbach’s alpha coefficient, which is a 
good method for Likert scale data [11]. Cronbach’s 
alpha recommended threshold over 0.70 [15]. Second 
step, we conducted a multiple regression analysis to test 
hypothesis, one independent to one dependent each test. 
The relationship of two components represent by F-test 
and t-test. The beta (β) number show level of 
relationship of each item in the component and the 
adjust R2 number show how items can explained the 
different of items and that component [11]. 

 
4. Research Results and Discussion 

 
4.1 Data description 
From 146 samples, the majority of respondents were 

female with 79.45% (male 20.55%). The respondents 
consisted large number of studying age people (39.04% 
of 18-23 years old), and working age people (27.40% of 
24-29 years old, and 21.92% of 30-40 years old), which 
trend to have well-education (69.18% had a bachelor’s 
degree). The time of shopping online was generally 1-5 
times per month (86.99%) and more than half of 
respondent had experience purchase skincare/cosmetic 
online (63.70%). 

The online shopping channel that most popular is 
Facebook, IG (Instagram), Line, Other website/social 
network, Google+, YouTube, Twitter, and lastly 
WhatsApp. 

Data description show in Table 2, Brand identity 
composes of three groups, the first group is Product has 
high mean from 3.75 to 4.36. Second group, Price has 
mean from 2.89 to 3.19. And the last group, Promotion 
has mean from 3.28 to 4.02. 
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Table 1: Demographic of the respondents 
  Frequency % 

Gender Male 30 20.55
 Female 116 79.45
    
Age < 18 2 1.37 
 18-23 57 39.04
 24-29 40 27.40
 30-40 32 21.92
 40+ 15 10.27
    
Education High school 

graduate 
9 6.16 

 Associate degree, 
occupational 

9 6.16 

 Bachelor’s degree 101 69.18
 Higher than 

Bachelor’s degree 
27 18.49

    
Personal income 
per month 

0-10,000 bath 47 32.19
10,001-20,000 bath 39 26.71
20,001-30,000 bath 34 23.29
> 30,000 bath 26 17.81

    
Time of  
shopping online 

1–5 times 127 86.99
6–10 times 15 10.27
11–20 times 1 0.68 
21–30 times 1 0.68 
>30 times 2 1.37 

    
Shopping 
channel 

Facebook 88 60.27
IG (Instagram) 66 45.21

 Line 58 39.73
 Other 22 15.07
 Google+ 11 7.53 
 YouTube 7 4.79 
 Twitter 3 2.05 
 WhatsApp 2 1.37 
    
Shopping 
cosmetic online 
experience 

Yes 93 63.70
No 53 36.30

 
The mean of Brand loyalty are from 3.36 to 3.64. 

The activities to get reward from brand include like 
brand’s photo/page on website/social network, visit 
brand’s website, watching a video product trial, 
referring friends, share/mention brand’s website/social 
network, and checking in to a location via social 
network (ex.Facebook, IG (Instagram)). 
 
 
 
 
 
 

4.2 Reliability test and factor analysis 
The reliability of our data is teat usingCronbach’s 

alpha (α). The three factors of Brand 
identityhaveCronbach’s alpha of 0.871, and Brand 
loyalty has Cronbach’s alpha of 0.848. As Cronbach’s 
alpha recommended threshold to be over 0.70 
(Mouakket and Al-hawari, 2012). Since, allof the 
factors have the Cronbach’salpha more than 0.70, then 
the measurement are reliable. 

Factor analysis was then considered. The KMO 
value is recommended to be more than 0.60[11].  All of 
threefactors (Product, Price, and Promotion) of Brand 
identity have KMO of 0.837and Brand loyalty has 
KMO of 0.758. Therefore,all items can be grouped as 
shown in Table 2. 

 
4.3 Test of hypothesis 

Testing hypothesizes by multiple regression 
analysisto examine the relationship between the 
independent variable and the dependent variable. 
Simple linear regression equation show as follow: 

 
 

 
 At the level of significance of 0.10, the value of F-
test should over2.71and the value of t-test should over 
1.28for acceptable hypothesis [11]. The result show in 
table 3,Hypothesis has F-test value of 13.794; 
Productinteraction on Brand loyalty was significant 
(b=0.379,t=4.621, sig.=0.000) which means Product has 
positive effect on Brand loyalty; Price interaction on 
Brand loyalty was not significant (b=0.026, t=0.320, 
sig.=0.749)which meansthere are not has enough 
evident to support the relationship between Price and 
Brand loyalty at significant level of 0.10;Promotion 
interaction on Brand loyalty was significant (b=0.160,  
t=1.803, sig.=0.073) which mean Promotion has 
positive effect on Brand loyalty.These results show that 
Product and Promotion are supported. However, there 
isnot enough evidence to support Hypothesis.Product 
and Promotion are effect customer decision to Brand 
loyalty as the literature review, the study of He et al 
(2012) [8]. The result of Promotion also supports the 
study of Krishnamurthy (2009) that Promotion help to 
create a brand on online community 
[10].Krishnamurthy (2009) studied how the members of 
Firefox community used Promotion behaviors to create 
a brand [10].For Price, the research of Aghaei et al 
(2014) found that Price has positive effect to customers’ 
decision [1], and also support the study of Yeu et al 
(2012) that customer draw their own mental picture of 
what a product is worth. Seller should be aware of 
product quality and its price when brand expects to 
create strong relationship with customers [23, 
p.1057].With the increased connectivity afforded by the 
internet, the growth of online communities help sellers 
and customers interact to develop more engaging 
product and build Brand loyalty.
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Table 2: Reliability test, and factor analysis 

 
Mean 

Std. 
Deviation 

Factor 
Loading KMO α 

Brand identity    0.837 0.871 

    Product:      

Product is worth for money 4.36 0.837 0.663   

Food and Drug Administration (FDA) approved 4.29 0.848 0.748   

Quality of product 4.12 0.854 0.646   

A parcel is appreciate with product 4.09 0.975 0.801   

Clear seller address on parcel 3.99 0.939 0.829   

Beautiful handwriting on parcel 3.75 1.056 0.734   

Design/packaging 3.74 0.918 0.682   

      

    Price:      

Lower priced products. 3.19 0.897 0.811   

Products have reasonable price 2.89 1.127 0.809   

      

    Promotion:      

Free products sample  4.29 0.848 0.777   

Discount  4.02 1.060 0.654   

Membership discount  3.84 1.031 0.731   

Promotional gift  3.68 1.043 0.804   

Cash back  3.53 1.164 0.804   

Reward point  3.28 1.113 0.643   
 
Brand loyalty:    0.758 0.848 

Customers choose their brand loyalty before others 3.64 0.974 0.864   

Customers are willing to try brand loyalty’s new product 3.58 0.988 0.797   

Customers support the offerings from their brand loyalty 3.47 0.977 0.889   

Activities to get reward from the brand 3.51 0.98 0.765   
 

 
Table 3: Result for linear regression analysis on hypothesized 

Independent variables F-test t-test Beta Adjust R2 Sig. Std. Error of 
the Estimate Conclusion 

Brand identity 13.794 0.209  0.889

Product   4.621 0.379  0.000  Support 

Price   0.320 0.026  0.749  Not 
Support 

Promotion  1.803 0.160  0.073  Support 
  Note Dependent variable: Brand loyalty 
 
 Father more Hypothesis has the adjust R2 value of 
0.209; this means Brand identity (Product, Price, and 
Promotion) can explain Brand loyalty 20.9 percent. And  
The standard error of the Estimate is 0.889. 
 

5. Discussion and Conclusion 
 

 In this empirical study, we are interested in people 
who are loyalty to skincare/cosmetic brand and also 

have an experience on online transaction. Our goal in 
this study focus on the influences of Brand identity: 
Product, Price, and Promotion, on Brand loyalty in 
Social Commerce in Thailand. There are in total 200 
responses where 50 responses are from online and 150 
responses are from face-to-face survey. However,there 
are 146 valid responsesthathave experience in Social 
Commerce that we are using for further analysis. 
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The first important awareness is Product. Customers 
are willing to pay for product that worth for money. 
FDA approved and quality of product is also important 
factors for the customers. When the product has 
delivered to customer, the parcel should suitable with 
the product and its price, with clear address of seller and 
customers on parcel which can help product delivery 
arrive on time. 

However, there arenotenough evidence to show that 
Price would influence the Brand loyalty. We may 
explain thatwhen customers become loyalty to the 
Brand, they do not carein price of product. 
Moreover,customers do notbuy the product just because 
that product has reasonable price. 

Our study shows that loyalty customers are 
attractive to promotion. The attractive promotions are 
free products sample, discount, membership discount, 
promotional gift, cash back, and lastly reward point. 

In addition, customers prefer feel connect with the 
seller through social network channel (i.e. Facebook, 
Line, Twitter etc.). As long as customers are loyal, they 
will not switch to other brand and willing to support the 
new product and the offerings from their loyaltybrand. 
By applyingthese finding factors, seller couldimprove 
theirBrand identity that will maintain their customer 
loyalty. 

This research has several limitations that suggest 
promising avenues for future research.The research 
examines only Brand identity as the independent 
variable that effect Brand loyalty. Only Brand identity 
may notfully explain Brand loyalty on the social 
commerce. Future research should examine other 
effects, such as E-tail quality, E-satisfaction, and E- 
trust on Brand loyalty. 
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Abstract 

Over the past decades, a variety of models including ones taking into account autoregressive fractionally 
integrated effects and different distribution alternatives have been applied to forecast changes in stock market 
prices. Those recent studies, however, have neglected the presence of long memory in both returns and volatility, 
indicating that the present data depend on distant information which can be predictable. In this present study, the 
long memory property in returns and volatility of Thailand SET50 index, based on daily closing prices from June 
17, 1996 to December 27, 2014 has been investigated. In addition, conditional variance models have been used to 
account for serial correlations in squared residuals. The preliminary results indicate that there is no evidence in 
long memory property in returns based on the ARFIMA model. The in-sample results also show that the volatility 
would be adequately modeled by using the ARMA-FIEGARCH, which proves the existence of long memory and 
asymmetry in volatility. 

Keywords: Long memory; ARFIMA; ARFIMA-FIGARCH; ARFIMA-FIEGARCH; Thailand stock market; Efficient-
market hypothesis 
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1. Introduction 
Many investors currently focus on investment in 

Thailand capital market or stock market due to financial 
market development, competitiveness and economic 
growth. Individual investors, proprietary investors, 
foreign investors and institutional investors invest in 
various securities. Especially retail investors expect 
greater profits from many markets such as securities, 
mutual funds and derivative instruments because their 
benefits are considerably better than deposit interest 
rates.  

Thailand SET50 index has become underlying assets 
for SET50 index futures and SET50 index options 
contracts which were recently opened for trading on 
April 28, 2006 and October 29, 2007, respectively. 
Investors use options and futures contracts to earn 
profits and hedge their investments against loss. 
However, the common characteristic that all stock 
markets have in common is uncertainty, which is 
undesirable for the investors. Therefore, prediction or 
forecasting of SET50 Index is necessary for investors to 
reduce uncertainty and investment risks and assist in 
decision making.  
 The presence of long memory in financial time 
series has become a popular research topic in financial 
area [2, 6, 9, 15-17, 22]. Long memory in returns 
implies that the market value does not quickly respond 
to new information, but reacts to the historical 
information. If asset returns exhibit long memory, then 

the historical information can be used to predict future 
asset returns and ones can use this advantage to 
speculate the profits. On the other hand, long memory 
in volatility implies that risk is an important factor of 
the behavior of the asset prices. 

To account for the long memory property in 
financial time series, Granger and Joyeux [11] and 
Hosking [14] proposed the class of fractionally 
integrated ARMA or ARFIMA model as a statistical 
approach to test the long memory.  

Although both ARMA and ARFIMA models 
assume a constant variance, the autoregressive 
conditional heteroscedastic (ARCH) model proposed by 
Engle [10] can be used to model changes in volatility. 
The generalization of ARCH model, namely the general 
autoregressive conditional heteroskedasticity (GARCH) 
model was introduced by Bollerslev [5]. The error 
variance in the GARCH model is assumed to follow an 
autoregressive moving average model. 

The existence of asymmetric volatility in market 
prices can be observed in many markets [1]. 
Asymmetric volatility phenomenon is a market dynamic 
in which stock returns volatility is larger when the 
market price is falling than when it is rising [4]. 
However, the standard GARCH model could not be 
used to describe asymmetric volatility. To account for 
asymmetric volatility, Nelson [19] proposed the 
exponential GARCH (EGARCH) model.  
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Ding et al. [9] discovered that autocorrelation 
coefficients of the squared returns of S&P 500 index 
decayed hyperbolically to zero, which showed strong 
evidence of long memory dynamics in volatility. In the 
case of long memory or persistence in volatility, Baillie 
et al. [3] introduced the fractionally integrated 
generalized autoregressive conditional 
heteroskedasticity (FIGARCH) to model the long 
memory in volatility of returns. Moreover, Bollerslev 
and Mikkelsen [6] developed the fractionally integrated 
exponential general autoregressive conditional 
heteroskedasticity (FIEGARCH) model by taking into 
account main features from both the FIGARCH and 
EGARCH models. The model provides greater 
flexibility for modeling asymmetry and long memory in 
volatility. 

Kang and Yoon [15] examined the long memory of 
Japan, South Korea, Hong Kong and Singapore stock 
markets. The results showed evidence of the long 
memory property in returns by using the ARFIMA 
model. However, the standardized residuals and squared 
residuals still have serially correlation. Hence, the 
investigation of long memory in returns is not clear 
enough to present long memory property in stock 
market. Kasman and Torun [16-17] investigated dual 
long memory property in both returns and volatility of 
Turkish stock market. The results indicated that the long 
memory dynamics in both returns and volatility can be 
adequately estimated by the jointed ARFIMA-
FIGARCH model.  

A number of studies focus on forecasting changes in 
in Thailand stock market prices by means of conditional 
mean and conditional variance models. Supornjag J. 
[21] studied the fluctuation of rate of returns of stock 
index futures in the derivative markets using ARIMA-
EGARCH model. The study investigated the stock 
index futures in 4 countries including Thailand, the 
United States of America, Japan and Hong Kong based 
on the time-series data of closing prices reported from 
April 28, 2007 to May 31, 2008. The results revealed 
that the ARIMA-EGARCH was the most appropriate 
model for forecasting the rate of return of stock index 
futures in Thailand stock index futures 

Yawirach J. [23] investigated conditional volatilities 
of index returns in Thailand, Singapore, Malaysia, 
Indonesia and the Philippines stock markets by using 
the GARCH and FIGARCH models where the error 
terms were assumed to follow normal, student’s-t and 
normal inverse Gaussian distributions. The results 
revealed that the squared standardized residuals were 
not serially correlation in both GARCH and FIGARCH, 
indicating the estimated GARCH and FIGARCH 
specifications were correctly specified. Furthermore, the 
FIGARCH model with non-normal error distributions 
performed better than GARCH and FIGARCH with the 
normal error distribution. 

Although both ARIMA-EGARCH and FIGARCH 
are appropriate models for forecasting the rate of returns 
of Thailand stock market, the results of previous studies 
indicate the existence of long memory in both stock 

returns and volatility in some international markets [15-
17]. Therefore, the aim of this study is to provide 
additional information on the long memory property in 
both returns and volatility of the Thailand SET50 index 
by using the ARFIMA-FIEGARCH model. The model 
provides a greater flexibility to analyze the long 
memory in returns and volatility and takes into account 
asymmetry in volatility. In addition, the study also 
considers the distributional properties of stock returns 
using the normal, skewed student’s-t and general error 
distribution (GED). 

The article is organized as follows: Section 2 
presents the model framework. The data and empirical 
results are discussed in Section 3. Section 4 provides a 
conclusion. 

 
2. Model framework 
In this section, the models used to investigate long 

memory in index returns and volatility are provided. 
 
2.1 Autoregressive fractionally integrated moving 

average model (ARFIMA) 
The ARFIMA model was introduced by Granger 

and Joyeux [11] and Hosking [14]. The model assumes 
the fractionally integrated process in the conditional 
mean. The ARFIMA (p,ζ ,q) model can be expressed 
as a generalization of the ARIMA model as follow:  

( )(1 ) ( ) ( )p t q tB B r Bζψ μ θ ε− − = ,     (1)  

where 2
1 2( ) 1 ...p B B Bψ ψ ψ= − − −  and 

2
1 2( ) 1 ...q B B Bθ θ θ= + + +  are the AR and MA 

polynomials with standing in outside of unit roots, 
respectively. μ  is an unconditional mean and tε  is 
independently and identically distributed random 
variable with zero mean and variance 2

tσ . The 

fractional differencing term (1 )B ζ−  is the binomial 
expansion 

0

(1 ) ( )k

k

B B
k

ζ ζ∞

=

⎛ ⎞
− = −⎜ ⎟

⎝ ⎠
∑  

21 (1 ) ...
2!

B Bζζ ζ= − − − −     (2) 

The ARFIMA process exhibits the property of long 
memory when (0,0.5)ζ ∈ . If 0ζ = , the ARFIMA 
process reduces to a short memory process, namely 
ARMA process.  

 
 
2.2 Lo’s modified R/S statistic  
Lo’s modified R/S statistic was introduced by Lo 

[18]. It can be used to discriminate between long-range 
and short-range dependence. The Lo’s modified R/S 
statistic nQ is defined as 
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The null and alternative hypotheses of Lo’s modified 
statistic test are  

0H : no long memory and  

1H : there exists long term dependence. 
The confidence intervals at various significance levels 
are given in Table1. 
 

Table 1: Confidence intervals for Lo’s modified R/S test 
Significance level Confidence interval 

1% (0.721,2.098) 
5% (0.809,1.862) 

10% (0.861,1.747) 
 
2.3 General autoregressive conditional 

heteroskedasticity model (GARCH)  
Bollerslev [5] introduced the general autoregressive 

conditional heteroskedasticity model. The GARCH(p,q) 
model can be written as follows:  
 t tr μ ε= +  

t t tzε σ=  

2 2 2

1 1

q p

t i t i j t j
i j

σ ω α ε β σ− −
= =

= + +∑ ∑
2 2( ) ( )t tB Bω α ε β σ= + +       (4) 

where tr is the daily return, 0ω > , , 0i jα β ≥ . tε  is 
independently and identically distributed random 
variable with zero mean and variance 2

tσ . ( )Bα  and 
( )Bβ are the lag polynomials of order q and p, 

respectively. 
 
2.4 Exponential general autoregressive conditional 

heteroskedasticity model (EGARCH) 
The exponential general autoregressive conditional 

heteroskedasticity model proposed by Nelson [19] and 
Bollerslev and Mikkelsen [6] identifies the symmetric 
effect in conditional variance. The EGARCH(p,q) 
model can be written as follows:  

t tr μ ε= +                                                       

t t tzε σ=  

1 2( ) (| | | |)t t t tg z z z E zγ γ= + −

 2 1
1ln (1 ( )) (1 ( )) ( )t tB B g zσ ω β α−
−= + − +    (5) 

 
for 1 0γ < , the positive shocks generate less volatility 
than negative shocks. This case supports the asymmetric 
volatility phenomenon that explained by Black [4]. 
 

2.5 Fractionally integrated general autoregressive 
conditional heteroskedasticity model (FIGARCH) 

An extension of the ARFIMA representation in 2
tε   

leading to the FIGARCH model proposed by Baillie et 
al. [3]. The FIGARCH(p,d,q) can be expressed as 
follows:  

t tr μ ε= +  
t t tzε σ=  

2 2(1 ( )) (1 ( ) ( )(1 ) )d
t tB B B Bβ σ ω β φ ε− = + − − −  (6) 

 
where (1 ( ))Bβ−  and ( )Bφ  are the polynomials with 
standing in outside the unit root. 0 1d< <  is a 
fractional integrated parameter which characterizes the 
long memory property in volatility. If 0d = , Eq.(6) 
reduces to the GARCH model.  
 

2.6 Fractionally integrated exponential general 
autoregressive conditional heteroskedasticity model 
(FIEGARCH) 

The fractionally integrated EGARCH (FIEGARCH) 
model proposed by Bollerslev and Mikkelsen [6] 
extends the asymmetric EGARCH model of Nelson 
[19] to long memory. The FIEGARCH(p,d,q) model 
can be described as  

t tr μ ε= +  
t t tzε σ=  

1 2( ) (| | | |)t t t tg z z z E zγ γ= + −  
 2 1

1ln ( ) (1 ) (1 ( )) ( )d
t tB B B g zσ ω φ α− −

−= + − +   (7) 
If 0.5 0.5d− < < , the FIEGARCH model is covariance-
stationary and invertible. In addition, long memory 
property will dissipate for all 1d < . 

 
3. Data and empirical results 
3.1 Data 
The data set used in this study includes 4544 daily 

closing observations for SET50 price index covering the 
period from June 17, 1996 to December 27, 2014 . The 
data set was obtained from the Thailand Stock 
Exchange as shown in Figure 1. The SET50 return on 
day t ( tr ) is defined by  

1100 ln( / )t t tr P P−= ⋅  
where tP  is the closing price at day t. 

Figure 2 plots SET 50 index return series. The 
descriptive statistics for SET50 daily returns are 
reported in Table 1. Both skewness and excess kurtosis 

statistics indicate that the return series tend to have a 
higher peak and fatter-tail than a normal distribution 
(see Figure 3). In addition, the Jarque-Bera test for 
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normality significantly rejects the null hypothesis of a 
normal distribution.  

The hypothesis of a white-noise process for the 
sample return series is examined based on the Ljung-
Box Q-statistics of returns and squared returns. The 
results indicate that the null hypothesis of non-serial 
correlation of return and squared returns has been 
rejected. The return residuals and the squared return 
residuals fail to be independent and identically 
distributed process because the returns and squared 
residuals are highly correlated up to 5th and 10th lags. 

 
Table 2: Descriptive statistics of SET50 daily returns series 

 SET50 
Sample size 4543 
Mean 0.000754041 
Standard deviation 1.9068 
Maximum 12.58858697 
Minimum -17.23093467 
Skewness 0.20937*** 
Kurtosis 9.73479*** 
Jarque-Bera 8619.0*** 
Q(5) 41.2781*** 
Q(10) 69.7516*** 
Qs(5) 853.879*** 
Qs(10) 1295.21*** 

Note : Jarque-Bera test for normality has a chi-squared 
distribution with two degrees of freedom. Q(q) and Qs(q) are 
the Ljung-Box Q-statistics of order q computed on returns and 
squared returns respectively.(***) denoted the significance 
levels at 1% 

3.2 Empirical results 
The results of Augmented Dickey-Fuller (ADF) test 

are reported in Table 3. The test statistics for lag length 
0 are calculated, based on the lowest value of Schwartz 
criterion. Since all test statistics are less than 
MacKinnon’s critical values at 1%, the null hypothesis 
of non-stationarity of the SET50 return series should be 
rejected. Hence, the SET50 return series is stationary 
and can be used to analyze the long memory property in 
returns and volatility. 

 

Table 3: ADF test result 
 Term included Test 

statistic 
McKinnon’s 
critical 
value 

SET50 returns none -61.9074 -2.57 
 intercept -61.9006 -3.43 
 Intercept and 

time trend 
-61.9503 -3.96 

Note: max length = 31 

 

Figure 1:SET50 daily closing price from 17 June 1996 to 
27 December 2014 

 

 

Figure 2:SET 50 index returns from 17 June 1996 to 27 
December 2014 

 

Figure 3:SET50 return distribution 

3.3 Long memory in return 
The estimation results of the ARFIMA model under 

the assumption of normal distribution are reported in 
Table 4a and Table 4b. The lag order of p = 0, 1, 2 and 
q = 0, 1, 2 are used for the ARFIMA model as 
suggested by Chueng [8]. (0, , 2)ARFIMA ζ  model has 
been chosen for the SET50 index returns based on the 
Akaike Information Criterion (AIC). However, the long 
memory parameter ζ  is not significantly different from 
zero, indicating that there is no evidence of long 
memory but short memory in index returns. The high 
values of the Jarque-Bera statistic indicate that the 
residuals tend to have a fat-tailed distribution. Ljung-
Box Q-statistics of standardized residuals and squared 
residuals cannot reject the null hypothesis of   
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 Table 4a: Estimation results for the ARFIMA models 

 

Table 4b: Estimation results for the ARFIMA models (continue)

Note: The numbers in the parentheses are quasi-maximum likelihood asymptotic standard error which corresponding 
parameter estimates. Q(10) are Ljung-Box Q-statistics of orders 10 computed on standardized residuals. (***), (**) and (*) 
denoted the significance levels at the 1%, 5% and 10% respectively. P-value statistics are reported in square brackets.

 

 

 

 

 

 

 ARFIMA(0,ζ ,0) ARFIMA(0,ζ ,1) ARFIMA(0,ζ ,2) ARFIMA(1,ζ ,0) ARFIMA(1,ζ ,1) 
μ   -0.003727        

(0.048433) 
-0.001411   
(0.040129) 

0.000431   
(0.033605)   

-0.001204   
(0.038927) 

-0.000051   
(0.035290) 

ζ  0.063568***    
(0.023786)    

0.035173   
(0.032452)     

0.006066   
(0.037929)    

0.030027   
(0.036921)    

0.012658   
(0.041139)    

ω              3.611547***    
(0.15781)     

3.608289***    
(0.15683)     

3.604886***    
(0.15627)     

3.607852***      
(0.15669)   

3.606682***    
(0.15647)    

1
ψ  - - - 0.052841  

(0.048357)     
0.295491    
(0.16749)     

2
ψ  - - - - - 

1
θ   - 0.045600   

(0.039986)     
0.076307   
(0.049111)     

- -0.224146    
(0.16270)    

2
θ   - - 0.040139   

(0.029952)     
- - 

Log-likelihood -9363.156 -9361.106 -9358.96 -9360.83 -9360.09 
AIC 4.123335   4.122873   4.122370   4.122752   4.122868   
Jarque-Bera 8473.6***         

(0.00000) 
8237.5***     
(0.00000)     

8123.1*** 
(0.00000)         

8205.7***    
(0.00000)              

8158.2***      
(0.00000)                

Q( 8) 25.7076***   
[0.0011784] 

19.1725***   
[0.0076637] 

11.2907*   
[0.0797979]   

18.1610**   
[0.0112642] 

14.6169*   
[0.0234552] 

Q2( 8) 1052.34***   
[0.0000000] 

1084.23***   
[0.0000000] 

1110.30***   
[0.0000000] 

1089.46***   
[0.0000000] 

1099.25***   
[0.0000000] 

ARCH(10) 80.247*** 
[0.0000] 

83.496*** 
[0.0000] 

85.455*** 
[0.0000] 

83.989*** 
[0.0000] 

84.744*** 
[0.0000] 

 ARFIMA(0,ζ ,0) ARFIMA(2,ζ ,0) ARFIMA(2,ζ ,1) ARFIMA(2,ζ ,2) 
μ   0.000093                  

(0.034388) 
0.000444    
(0.033779)   

0.000194    
(0.034275) 

-0.000446   
(0.036455) 

ζ  0.009815                  
(0.036725)    

0.005722    
(0.039765)    

0.008501    
(0.038401)    

0.017980    
(0.047687)    

ω              3.604660***              
(0.15623)     

3.605361***     
(0.15638)    

3.605006***      
(0.15628)   

3.604270***    
(0.15625)    

1
ψ  -0.143950                   

(0.26696)   
0.075930    
(0.050647)     

-0.132555     
(0.22895)   

-0.149598     
(0.87745)   

2
ψ  - 0.031944    

(0.027312)     
0.047353    
(0.034186)     

-0.146268     
(0.36007)   

1
θ   0.216237                     

(0.26459)    
- 

 
0.205817       
(0.22909)    

0.213444      
(0.83904)    

2
θ   0.048572                   

(0.033851)     
- - 0.188654      

(0.37928)    
Log-likelihood -9358.82 -9359.26 -9359.04 -9358.57 
AIC 4.122747   4.122502   4.122843   4.123079   
Jarque-Bera 8115.5***                   

(0.00000)                      
8147.3***    
(0.00000)                       

8125.8***    
(0.00000)                       

8127.1***    
(0.00000)                       

Q( 8) 11.5328*                
[0.0417821]  

11.9897*   
[0.0621984]   

11.8222*   
[0.0373073] 

11.9094**   
[0.0180375] 

Qs( 8) 1111.03***              
[0.0000000] 

1105.37***   
[0.0000000] 

1108.66***   
[0.0000000] 

1109.70***   
[0.0000000] 

ARCH(10) 85.495***                    
[0.0000] 

85.040***      
[0.0000] 

85.287***      
[0.0000] 

85.471***      
[0.0000] 
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Table 5: Lo’s modified R/S test 
 Test statistic Significant level 

SET50 return 1.46301 - 
 

no serially correlation, indicating that the residuals are 
not independent. The ARCH statistics are highly 
significant to reject the null hypothesis of no-ARCH 
effects, indicating that there exist the ARCH effects in 
standardized residuals.           
 From the result of Lo’s modified R/S test in Table 5, 
the value of test statistic lies within the confidence 
interval at significant level of 1%, indicating the null 
hypothesis of no long memory in returns cannot be 
rejected. Hence, the Lo’s modified R/S statistic test 
supports the results of ARFIMA models in Table 4a and 
Table 4b that there is no evidence of long memory in 
SET50 index returns. The ARMA(0,2) model will be 
used in parameter estimation for the jointed ARMA-
GARCH, ARMA-EGARCH, ARMA-FIGARCH and 
ARMA-FIEGARCH models. 

3.4 Estimation results of jointed ARMA-GARCH 
class model 

In this section, we estimate each of the jointed 
ARMA-GARCH class models. Due to the high values of 
Jarque-Bera test of residuals, the residuals tend to be a 
fat-tailed distribution.  Parameter estimation are 
performed for ARMA-GARCH, ARMA-EGARCH, 
ARMA-FIGARCH and ARMA-FIEGARCH under 
three distributions including the normal distribution, 
general error distribution (GED) and the skewed 
student’s-t distribution based on the quasi maximum 
likelihood estimation (QMLE) method. Estimation 
results for ARMA-GARCH, ARMA-EGARCH, 
ARMA-FIGARCH and ARMA-FIEGARCH are 
reported in Tables 6, 7, 8 and 9, respectively.  
 According to the results from each model, ARCH 
statistics strongly reject the null hypothesis of no ARCH 
effect. Consequently, all test models are well-specified. 
 The comparison of the performance of the ARMA-
GARCH and ARMA-FIGARCH models is investigated. 
As shown in Table 6, the sum of the parameters 1 1α β+  
in the ARMA-GARCH model under the three 
distributions are close to 1. Consequently, there exists 
high volatility persistence in returns. Furthermore, the 
estimates of the long memory parameter d  in ARMA-
FIGARCH in Table 8 are significantly different from 
zero. It can be concluded that the ARMA-GARCH 
model should be rejected.       

Comparing results of the ARMA-EGARCH and 
ARMA-FIEGARCH models in Table 7 and Table 8, the 

estimates of asymmetry parameter 1γ  in both of the 
ARMA-EGARCH and ARMA-FIEGARCH models are 
negative and significant at 1% level. This implies the 
existence of leverage effect in returns. The estimates of 
long memory parameter d  in ARMA-FIEGARCH are 
significantly different from zero, indicating that the 
ARMA-EGARCH should be rejected. Furthermore, 
ARMA-FIEGARCH performs slightly better than 
ARMA-EGARCH based on Akaike Information 
Criterion (AIC).         

In addition, comparing results of ARMA-FIGARCH 
and ARMA-FIEGARCH, the estimates of long memory 
parameter d  in both of the ARMA-FIGARCH and 
ARMA-FIEGARCH models from Table 8 and Table 9 
are greater than zero and significantly different from 
zero, indicating that long memory property is prevalent 
in volatility for all distributions. The asymmetric 
parameter 1γ   in ARMA-FIEGARCH are negative and 
significant at the 1% level, indicating that existence of 
leverage effect in volatility. Moreover, ARMA-
FIEGARCH models perform better than ARMA-
FIGARCH models. It can also be concluded that the 
ARMA-FIEGARCH model under fat-tailed distribution 
performs better than normal distribution based on AIC. 

4. Conclusion 
In this study, we have analyzed the dual long 

memory property of Thailand SET50 index. The results 
of the ARFIMA model and Lo’s modified R/S test show 
that there is no evidence of long memory property in 
SET50 index returns. It can be concluded that the 
market value at present time does not respond to 
historical information, but adjust quickly to new 
information, which follow the weak form efficient-
market hypothesis (EMH). Due to serial correlation in 
squared residuals and ARCH effect, the conditional 
variance model is a suitable model for time varying 
volatility. Investigation of long memory property in 
volatility has also examined. The jointed ARMA-
GARCH classes including ARMA-GARCH, ARMA-
EGARCH, ARMA-FIGARCH and ARMA-
FIEGARCH. The results also reveal that long memory 
and asymmetry in volatility can be adequately estimated 
by the joint ARMA-FIEGARCH model under fat-tailed 
distribution. 

5. Acknowledgement 
The authors would like to thank the Centre of 

Excellence in Mathematics, Mahidol University. 
 
 
 

 
 
 
 
 
 
 

Table 6: Estimation result for the ARMA(0,2)-GARCH models 
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Note: The numbers in the parentheses are quasi-maximum likelihood asymptotic standard error which corresponding parameter 
estimates. Q(10) are Ljung-Box Q-statistics of orders 10 computed on standardized residuals. (***),(**) and (*) denoted the 
significance levels at the 1%, 5% and 10% respectively. P-value statistics are reported in square brackets.

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 

 Normal GED Skewed  
μ  0.083287*** 

(0.023191)     
0.056056*** 
(0.023178)     

0.078409*** 
(0.021245)     

1
θ  0.078457*** 

(0.018239)     
0.049929*** 
(0.018037)     

0.061075*** 
(0.015269)     

2
θ  0.048370*** 

(0.017380)     
0.039360** 
(0.018877)     

0.044431*** 
(0.016002)     

ω  0.083827    
(0.056038)     

0.046962*** 
(0.017110)     

0.036121*** 
(0.010006)     

1
α  0.117110*** 

(0.015555)       
0.118137*** 
(0.014263)     

0.118619*** 
(0.014269)     

1
β  0.862934*** 

(0.023508)     
0.875335*** 
(0.014714)     

0.878420*** 
(0.013826)     

ν  - - 7.147041*** 
(0.95160)     

ln( )k  - - 0.056857*** 
(0.020329)     

Log-likelihood -8659.37 -8495.06 -8449.61 
AIC 3.814824   3.742928   3.723361   
Q(10) 18.7049    

[0.0165201]** 
25.8305    
[0.0011228]*** 

20.9244    
[0.0073509]*** 

ARCH(10) 0.15673  
[0.9987]   

0.12847  
[0.9995]   

0.12362  
[0.9995]   
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Table 7: Estimation result for the ARMA(0,2)-EGARCH models 

Note: The numbers in the parentheses are quasi-maximum likelihood asymptotic standard error which corresponding parameter 
estimates. Q(10) are Ljung-Box Q-statistics of orders 10 computed on standardized residuals. (***),(**) and (*) denoted the 
significance levels at the 1%, 5% and 10% respectively. P-value statistics are reported in square brackets.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Normal GED Skewed 
μ   0.063088***    

(0.013646)     
0.036008***    
(0.010744)     

0.053074***  
(0.0094180)     

1
θ  

0.069870***    
(0.011187)     

0.046663***    
(0.015622)     

0.056020***   
(0.0085320)     

2
θ  

0.041042**    
(0.016870)     

0.037796***   
(0.0061950)     

0.044095***   
(0.0092569)     

ω   1.291557***     
(0.14115)     

0.893500***     
(0.13361)     

1.805493***     
(0.41410)     

1
α  

-0.288117     
(0.19039)    

-0.166294     
(0.12973)   

-0.109299     
(0.12711)   

1
β  

0.972359***    
(0.011550)     

0.978500***   
(0.0059562)     

0.980121***   
(0.0051023)     

1
γ  

-0.064356*    
(0.034296)    

-0.050684***    
(0.014259)    

-0.047924***    
(0.010858)    

2
γ  

0.277607***    
(0.065229)     

0.241234***    
(0.030873)     

0.229235***    
(0.024826)     

ν   - 1.345082***     
(0.10069)     

7.266455***     
(0.95910)     

ln( )k   - - 0.057783***    
(0.019907)     

Log-likelihood -8636.359 -8479.768 -8435.623 
AIC 3.805573   3.737076   3.718082   
Q(10) 23.5915    

[0.0026823]** 
30.3802    
[0.0001810]*** 

25.0386    
[0.0015313]*** 

ARCH(10) 0.056643  
[1.0000]   

0.066206  
[1.0000]   

0.071486  
[1.0000]   
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Table 8: Estimation result for the ARMA(0,2)-FIGARCH models

Note: The numbers in the parentheses are quasi-maximum likelihood asymptotic standard error which corresponding parameter 
estimates. Q(10) are Ljung-Box Q-statistics of orders 10 computed on standardized residuals. (***),(**) and (*) denoted the 
significance levels at the 1%, 5% and 10% respectively. P-value statistics are reported in square brackets.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Normal GED Skewed 
μ  0.073230*** 

(0.023153)     
0.050991**    
(0.023512)     

0.073442***  
(0.021228)     

1
θ  0.077307***  

(0.019121)     
0.049520***   
(0.017234)     

0.060320***  
(0.015485)     

2
θ  0.049443***  

(0.016614)     
0.041159**   
(0.018169)     

0.047083***  
(0.016265)     

ω  0.391221          
(0.30661)     

0.172926          
(0.11960)     

0.096999**  
(0.049284)     

d  0.303343***   
(0.060084)     

0.366827***   
(0.059958)     

0.397777***  
(0.063503)     

1
φ  -0.175741       

(0.15769)    
-0.016650       
(0.23366) 

0.041492     
(0.15861)    

1
β  -0.025218        

(0.21738)   
0.226391         
(0.28269)    

0.327961     
(0.20700)     

ν  - 1.346083***   
(0.10853)     

7.857362***  
(1.1235)     

ln( )k  - - 0.052843***  
(0.020090)     

Log-likelihood -8647.884 -8485.578 -8437.447 
AIC 3.810207   3.739194   3.718445   
Q(10) 19.1455    

[0.0141006]** 
26.4389   
[0.0008832]*** 

21.3406    
[0.0062957]*** 

ARCH(10) 0.073544           
[1.0000]   

0.092538           
[0.9999]   

0.10018      
[0.9998]   
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Table 9: Estimation result for the ARMA(0,2)-FIEGARCH models

Note: The numbers in the parentheses are quasi-maximum likelihood asymptotic standard error which corresponding parameter 
estimates. Q(10) are Ljung-Box Q-statistics of orders 10 computed on standardized residuals. (***),(**) and (*) denoted the 
significance levels at the 1%, 5% and 10% respectively. P-value statistics are reported in square brackets.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Normal GED Skewed 
μ  0.061300**    

(0.025260)     
0.033917    
(0.023526)     

0.044931** 
(0.022208)     

1
θ  0.068774***    

(0.018369)     
0.046488***   
(0.013643)     

0.054056*** 
(0.015371)     

2
θ  0.039055**    

(0.017021)     
0.037613**    
(0.015986)     

0.044357*** 
(0.016032)     

ω  1.431293***     
(0.22055)     

0.767677***     
(0.28795)     

1.574466* 
(0.82682)     

d  0.440988***    
(0.099513)     

0.519917**     
(0.22807)     

0.497402** 
(0.19850)     

1
α  -0.521558     

(0.32626)    
-0.175575      
(1.9352) 

-0.131452      
(1.2833)   

1
φ  0.784028***     

(0.17405)     
0.625771      
(1.2153)    

0.674657     
(0.72130)    

1
γ  -0.086112**    

(0.042496)    
-0.064814***    
(0.020588) 

-0.057415*** 
(0.012457)    

2
γ  0.279648***    

(0.071976)     
0.234750***    
(0.047690)     

0.217630*** 
(0.041667)     

ν  - 1.364238***     
(0.10934)     

7.768329***      
(1.2173)     

ln( )k  - - 0.031894 
(0.034186)    

Log-likelihood -8611.501 -8464.727 -8420.800 
AIC 3.795070   3.730895   3.711997   
Q(10) 23.0236    

[0.0033341]*** 
29.8889    
[0.0002211]*** 

25.3218    
[0.0013708]*** 

ARCH(10) 0.058528  
[1.0000]   

0.062664  
[1.0000]   

0.072670  
[1.0000]   
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Abstract 

Inpatient length of stay (LOS) is an important measure of hospital activity, but its empirical distribution is 
often positively skewed, representing a challenge for statistical analysis. Taking this feature into account, we seek 
to identify factors that are associated with HIV/AIDS length of stay in Portuguese hospitals through a hierarchical 
finite mixture model. We used data on adult HIV/AIDS diagnosis-related group data (DRG) in two periods: before 
and after the economic crisis. The model accounts for the demographic and clinical characteristics of the patients, 
as well the inherent correlation of patients clustered within hospitals (random effects).  We also included a 
variable to take into account the possible effect of the economic crisis in impatient length of stay. It was found that 
a Gaussian mixture model with two-components had the best fit, resulting in two subgroups of LOS: a short-stay 
subgroup and a long-stay subgroup. Associated risk factors for both groups were identified as well as some 
statistical differences in the hospitals. Within the actual context of severe resource constraints in Portuguese public 
health sector, our findings provide important information for policy makers in terms of discharge planning and the 
efficient management of LOS. The presence of "atypical" hospitals also suggests that hospitals should not be 
viewed or treated as homogenous bodies. 

Keywords: mixture models, random effects, hospital length of stay, modelling, HIV/AIDS  
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1. Introduction 
Hospitalizations are an important component of the 

costs of providing health care in governments; 
specifically the study of length of stay (LOS) is 
essential for the management, budgeting and funding 
hospitals. In Portugal, is possible to obtain LOS data 
from the diagnosis related groups (DRG) classification 
since their implementation in 1989. The DRG 
determines the payment allocated to the hospital, and is 
based on the characteristics of patients consuming 
similar quantities of resources, as a result of a process 
of a similar care. The main assumption in funding is 
that patients with very long inpatient LOS have 
different resource consumption patterns from those 
assumed to have an usual LOS. For these reasons, it is 
crucial to understand and model the distribution of 
LOS. 

Skewness and heterogeneity of LOS represents a 
challenge for statistical analysis (1). In recent literature, 
several approaches have been adopted to analyse LOS, 
such as survival models (2-4), frequentist and Bayesian 
frameworks (5), and latent class models (6, 7). 
However, none of these approaches recognized that 
hospitalizations from the same hospital are more likely 
to be related. Neglecting the dependence of clustered 
(multilevel) data may result in spurious associations and 
misleading inferences. Some authors have attempted to 
accommodate this risk (8, 9), although not addressing 
the issues of skewness or the heterogeneity of LOS. 
Recognizing that there may be subgroups of patients 

regarding LOS and the multilevel structure of the DRG 
data, we propose a hierarchical modelling approach to 
overcome the challenge derived from these two 
features. The model includes variables at both levels 
(patients and hospitals) which allows us to estimate 
differences in outcome that are not fully explained by 
observed patient or other specific and known 
conditions. 

 
2. Hierarchical finite mixture model 
LOS data are skewed and contain atypical 

observations. For this reason a mixture distribution with 
two components will be performed to model LOS data. 

This analysis resulted from a previous work (10, 11) 
considering a maximum of 3-components distribution 
where a model with two components had the best fit. 
The suitable number of components was chosen via 
Akaike (AIC) and Bayesian (BIC) information criteria 
calculated for distributions with different numbers of 
components.  

After the analysis of the LOS distribution, and taking 
into account two types of heterogeneity (within patients 
and among hospitals), a hierarchical finite mixture 
model will be fitted. 

Consider yij (i = 1, ...,m; j = 1, ...,ni) the logarithm of 
LOS for the jth patient in the ith hospital, where m is the 
number of hospitals, ni is the number of patients within 
hospital i resulting in  total patients. A 
finite mixture model (12, 13) for the probability density 
function of yij takes the form: 
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A finite mixture model (12, 13) for the probability 
density function of yij takes the form: 

 

( ) ( )
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| ; | ; ,
g

ij ij k k ij ij k k
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f y x f y xπ β φ
=

Θ =∑   (1) 

 
where denotes the proportion of patients belonging 
to the kth component and   K is the number 
of components in the mixture; fk describes the normal 
distribution of the kth component with mean expressed 
by, 

 

, ,k ij k ij k kixμ β φ= +          (2) 
 
where ,k ijx  is the covariate matrix for the kth 

component, kβ  is the vector of linear effect regression 
parameters that can be different for the K components; 

kiφ  is the random effect parameters that capture the 
hospital heterogeneity in each component through the 
specification of a Gaussian density function with zero 
mean and variance-covariance equal to 2 I

k mφσ  

( Im denotes an mxm identity matrix). 

The vector Θ , which contains all the unknown 
parameters in model (1), is estimated by maximum 
likelihood approach through the application of EM 
algorithm (14). Once Θ has been estimated, estimates 
of the posterior probabilities ( )ˆkτ  of population 
membership can be formed by: 
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In order to form no overlapping components 

(clusters), each yij will be assigned to the population 
that has the highest estimate posterior probability. All of 
the statistical analyses were performed using the 
statistical software R (15) and its package Flexmix (16, 
17). 

 
3. Application to HIV/AIDS LOS 
This study is based on HIV/AIDS DRG 714 

(infection with human immunodeficiency virus, with 
significant diagnosis related), occurred between 2009 
and 2013, which represent the DRG with more 
hospitalizations amongst the 17 DRG created for 
HIV/AIDS patients. 

 
3.1 Data 
The DRG database were provided by the Central 

Health System Administration (ACSS). All the 
hospitalizations meeting the following criteria were 
analysed: patients aged 18 years or older, 
hospitalizations from hospitals with more than 10 

discharge episodes and transfers to another hospital 
were eliminated (to avoid including the inpatient 
episode twice, as the cause of the transfer was often 
lack of procedure. facilities). The above selection 
criteria resulted in 5,548 hospitalizations in 40 
hospitals. 

The outcome variable was the logarithm of the 
number of days between the hospital admission and 
discharge dates. Patient’s demographic characteristics 
(age, gender and death), health relevant factors (urgent 
admission, number of secondary diagnoses, number of 
procedures, AIDS as principal diagnosis, and presence 
of pneumonia) and crisis (a dummy variable that has the 
value 1 for the years 2012 and 2013, reflecting the 
period of economic crisis in Portugal) were considered 
in the analysis. 
 

3.2 Results 
Estimation results for the two component model are 

shown in Table 1. The first component can be 
understood as the latent short-stay group and the second 
component the long-stay group. As can be seen in Table 
1, some differences exist between covariate effects for 
short-stay and long-stay groups. The estimated 
proportion for the short-stay is greater (78%) than the 
corresponding value for long-stay (22%). Although 
gender is not statistically significant at 5% level, it is 
retained in the model in order to control for possible 
confounding. At the 5% level, Age is only statistically 
significant for the second component; death at the end 
of hospitalization, number of procedures, pneumonia 
and AIDS as principal diagnosis are statistically 
significant in both components. Urgent admission is 
only significant at 10% level in both components.  
Number of secondary diagnoses and crisis are relevant 
variables, at the 5% level, but only in the first 
component. All the coefficients have the expected signs.  

We also plot hospital random effects in order to 
explore differences across hospitals not measured 
directly by the model. These include unmeasurable 
hospitals characteristics as medical expertise, health 
care, health management among others (Figure 1). 
There are thirteen hospitals more efficient and six 
hospitals less efficient than the mean. 
 

3.3 Discussion 
In austerity context, the growth of public 

expenditure on health increases the need for cost 
reduction by gains in efficiency and the elimination of 
waste. For this reason the Portuguese Court of Auditors 
published an audit report about the financing system of 
the public hospitals belonging to the Portuguese 
National Health Service. They concluded that the 
methodology used to analyse DRG LOS is 
insufficiently grounded and is not the most appropriate 
(18). One of the recommendations relative to the 
duration of the hospitalizations was that the finite 
mixture models should be an alternative against the use 
of one component distribution.  
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This paper presents a finite mixture model to 
analyse HIV/AIDS LOS which emphasizes the 
heterogeneity of the DRGs by specifying two latent 
subgroups. Moreover a dummy variable to explore the 
possible effect of economic crisis in LOS is also 
included. 

The information of the relevant covariates is 
important for analysing the LOS similarities and 
dissimilarities between the short-stay and long-stay 
latent subgroups. Different sets of significant factors for 
each latent subgroup provides useful guidance to 
hospital managers with respect to economic decisions 
such as budgeting expenditures in targeted groups (19).  

The discharges variables included in the model 
behaved as expected. Patient’s gender is not statistically 
significant and age is only significant in the second 
component in explaining HIV/AIDS LOS, revealing 
that older patients tend to be hospitalized for longer 
periods (20), holding other variables unchanged.  
Adjusting for other factors, deaths are associated with 
the early days of the hospitalization in both subgroups, 
meaning that there is high mortality among those 
patients who arrive at hospital in more severe and 
advanced states of AIDS-related illness. In Portugal, 
urgent admissions do not necessarily reflect emergency 
situations, as it is common that patients seek attendance 
at a hospital emergency room due to difficulties in 
making an appointment elsewhere. Holding other 
variables unchanged, in our study  this type of 
admission contributed to a prolongation of the 
hospitalization in short-stay latent subgroup and to a 
reduction in the long-stay latent subgroup, reflecting the 
hospitalization behaviour actually occurring in Portugal, 
although this variable is only significant at 10% level. 

The number of secondary diagnoses and number of 
procedures have a positive coefficient, indicating as 
presumed, a long-duration hospitalization, holding other 
variables unchanged. A great number of diagnoses or 
procedures usually indicates a more severe condition of 
the patient and consequently, a delayed discharge (7, 
21). Adjusting for other variables, Pneumonia as a co-
morbidity reduces the duration of the hospitalization in 
both latent subgroups; when AIDS is identified as the 
principal diagnosis, the hospitalizations tend to be 
prolonged in both subgroups, as these patients are in 
more acute situations and more likely to need a longer 
in-hospital treatment. Everything else being constant 
and for short-stay latent subgroup (representing 78% of 
the hospitalizations), we found that in economic crises 
period, HIV/AIDS LOS has been reduced, suggesting 
efficiency gains.  This increased efficiency has been 
achieved namely by the restructuring of the primary 
care network (health family health units); the 
restructuring of the secondary care network (hospitals); 
and the development of the integrated continued care 
network. Further operational highlights include the 
reinforcement of the strategic planning processes of 

hospitals and the use of shared services (National 
Health Plan 2011-16).  

However, the hierarchical finite mixture modelling 
framework presented in our study suggests differences 
among hospitals, with some of them being more 
performant than other; this result needs more in depth 
research. In DRG data, patients are nested within 
hospitals on the basis of their own choices (place of 
residence, trust in a particular doctor, the hospital's 
reputation, etc.), thus violating the independence 
assumptions of classical regression analysis. As a result, 
hierarchical modelling is strongly advocated as a more 
appropriate statistical method for dealing with 
multilevel structured data, such as patients clustered 
within hospitals (22-25). Moreover, the hospital random 
effects, which acknowledge unmeasured factors that are 
nonetheless important, should be interpreted as 
differences in hospital quality/performance. 
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Table 1: Estimates of two-component hierarchical model for HIV/AIDS DRG 714 
Parameter  1st component  2nd component 

 Coefficient SE p-value Coefficient SE p-value 

Male -0.035 0.026 0.179 0.054 0.068 0.428 

Age/10 0.003 0.009 0.784 0.054 0.024 0.022 

Death -0.252 0.043 <0.001 -0.878 0.103 <0.001 

 Urgent 0.066 0.035 0.006 -0.159 0.083 0.055 

Nº diagnoses 0.049 0.005 <0.001 0.012 0.008 0.152 

Nº procedures 0.106 0.004 <0.001 0.085 0.009 <0.001 

Pneumonia -0.073 0.027 0.007 -0.312 0.072 <0.001 

AIDS 0.131 0.029 <0.001 0.288 0.062 <0.001 

Crisis -0.108 0.026 <0.001 -0.005 0.060 0.935 

Random effect variance  0.048   0.094  

Mixture proportion  0.780   0.220  

AIC  13,520.28     

BIC  13,685.81     
 
 

 
Figure 1:  Hospital random effects 
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4. Conclusions  
 

 
Length of stay in hospitals is often used as an 

indicator of efficiency. Reducing the time spent in 
hospital reduces the cost per patient and allows more 
patients to be treated in a given period. Moreover, a 
shorter stay in hospital allows treatment to be shifted 
from expensive inpatient care to less expensive 
outpatient care. The present study analyses HIV/AIDS 
LOS in Portugal, a diseases which reveals elevated 
figures for costs and bed-days when compared to 
worldwide data.  

This analysis is imperative in comparing different 
hospitals, patients, and places in terms of costs, hospital 
activity, and efficiency. The proposed methodology is 
particularly useful within this context, suggesting the 
presence of a finite mixture of two subpopulations in 
the 714 HIV/AIDs related DRG. This stands in contrast 
to linear regression (one component model), which 
imposes a common average effect of LOS predictors for 
short-stay and long-stay latent subgroups, thereby 
leading to misdirected interpretations. Moreover, 
accounting for clustered observations our framework 
provides correct inferences about the regression 
coefficients (β). It also gives estimates of β which are 
efficient under some regularity conditions. 

Our findings are of great interest namely for 
discharge planning and efficient management of LOS. 
For healthcare policy purposes, the identification of 
“atypical” hospitals should caution policymakers not to 
regard all hospitals equally. Appropriate policies can be 
developed to manage the hospital care and its resources, 
as well as promote the early prediction of HIV/AIDS 
patients requiring a longer period of hospitalization, and 
the higher costs thus incurred. Costs and funding 
formulae may also be adjusted according to the relevant 
factors influencing HIV/AIDS. The results obtained are 
also very useful for evaluating the impact of policies 
related to economic crisis. 

As a whole, our findings confirm the multifactor 
nature of influence of health on LOS, and provide 
advice to the policymaker who is looking for easy ways 
to reduce NHS hospital expenses.  

The drawback to this study resides in the use of the 
LOS logarithm transformation, which in future research 
will be analysed in the original scale, considering a 
finite mixture model with distributions belonging to the 
exponential family such as gamma or Poisson including 
random effects. 
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Abstract 

This study evaluates tourism business opportunity for beaches where behavior and satisfaction of tourists 
concurrently with environment are first assessed. The locations chosen are Pattaya, Bang Saen, Sor Beach and 
Toey Ngam Beach located 200-300 kilometer away from Bangkok. While Pattaya and Bang Saen are popular 
already, Sor Beach and Toey Ngam Beach are not fully developed for tourism business yet. The target groups 
of Thai and foreign tourists are randomly sampled; 385 of them answer a questionnaire. The questionnaires are 
collected from four beaches for both tourism part and environment part. However, the beach with 1) good 
environment but low number of tourists and 2) poor environment but high number of tourists will be focused in 
order to point out the problems and recommendation for improvement of tourism management and 
environmental management. Morgan and Statistic Package for the Social Sciences (SPSS) program were used. 
Morgan is a tool with 40 variables to measure and classify the quality of the beach environment. Evaluated by 
1) General information of the tourists, 2) Tourist behavior, 3) Satisfaction of the tourists, and 4) Environment 
of the beaches, SPSS identifies significant difference between developed and undeveloped beaches.  
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1. Introduction 

Tourism in Thailand plays the important role in 
nowadays making a lot of money from travelers 
coming from all around the world. The economic 
impact of business supports people in the area and 
creates employment, for example, hotel service, guest 
house, manufacturing industry, and handicraft and 
souvenir. Here, a study is conducted to compare 
between beaches that are popular and beaches that are 
not popular. To support the tourism in the 
undeveloped beaches, results of comparison are used; 
so we can see which direction or criteria that we 
should focus more in order to develop these beaches. 
Two popular beaches – Pattaya beach and Bangsaen 
beach – and two undeveloped beaches – Sor beach and 
Toey-Ngam beach – are selected for the study. The 
reason Pattaya beach and Bangsaen beach were 
selected is because they are very famous among Thai 
and foreign tourists. We can say that Pattaya beach 
and Bangsaen beach are the center of tourism in 
Chonburi province. Additionally, Sor beach and Toey-
Ngam beach locating not too far from Pattaya and 
Bangsan have very beautiful coast and environment 
but the number of tourists is still low.   

 
2. Objective of study 

2.1 To study and compare the trait of the tourists 
in Chonburi province including behavior and 
satisfaction for supporting and promoting the 
structure of tourism. 

2.2 To study and measure the beach environmental 
quality whether they can be developed by 

using Morgan tool including physical, social, 
pollution, and biological aspects. 

2.3 To compare and identify data on weak point 
and strong point in order to find the possibility 
to develop the beach and to become well-
known. 
 

3 Literature Review 

Katanyu Hiransomboon (2012) studied 
marketing mix effecting decisions of backpacker 
tourist on accommodation service buying. This is to 
study the buying behavior and the level of the 
marketing mix on the accommodation service buying 
decision of backpacker tourists. The questionnaire had 
three parts; general information about the respondents, 
behavior of backpackers on the accommodation 
service buying, and the levels of marketing mix 
consisting of characteristics; accommodation, rental 
expense, channels of contact, marketing promotion, 
service process, service personnel and physical 
evidence in accommodation service buying decision. 
The results of the important levels of marketing mix 
ranking respectively are in the following: service 
personnel factor in having a good manner with the 
friendly personality, physical evidence factor in 
having a clean place, accommodation product and 
service factor in being able to go to the tourist sites 
conveniently, channel of contact factor in being able to 
contact through agency, process factor in having a 
convenient reservation process,  marketing promotion 
in having been advised in travel guidebook column, 
and price factor in being suitable to their budgets. 
Additionally, accommodation for short-term and long-
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term stay have different location according to the 
different target market. Backpacker tourists prefer the 
low cost accommodation and accept the reasonable 
price. 

Park et al. (2014) studied the successful 
managerial behavior on farm-based tourism in South 
Korea. This research took place in a rural area, 
indicating how overall tourism grow and how to 
improve the management performance. This research 
monitor on six parts: product/service development, 
business planning and evaluation, promotions, human 
resource management, networking, and cost reduction. 
The result were indicates by gross sales and multiple 
regression. 

Sealuem and Chankaew (1999) studied the 
criteria for recreational beach for measuring of beach 
quality. The assessment criterion that was designed by 
the researchers and also considered and improved 
through specialist’s opinion. It was based on 50 
specific indicators covering aspects of physical, social, 
pollution, and biological. All of these were analyzed, 
marked and totaled according to the Simple Weighting 
Score Equation of Morgan, 1999, and classified beach 
quality into 4 Classes, A, B, C and D as a result. This 
criterion can be applying to other recreational beaches 
in Thailand. Furthermore, both the local government 
and concerned organizations would virtually set up the 
development policy and environmental management 
for sustainable tourism.  

 

4 Methodology 

4.3  Tourism and business 

4.1.1 Tools for data collection 

Questionnaires are used in this study for tourists 
in four beaches: Pattaya, Bangsaen, Sor beach, and 
Toey-Ngam. The questionnaire consists of three parts 
as following: 
Part 1: General information about the respondents 
Part 2: Behavior of tourists during their trip 
Part 3: The satisfaction of tourists consists of products, 
prices and costs of tourism, marketing promotion, 
service providing to tourists, physical evidence, and 
product and quality. 

 

4.1.2 Population and sample group 

The population used in this study are both Thais 
and foreigners who visited coastal area in Chonburi 
Province, which are counted for 2,675,563 people 
(during January to December 2013 by Tourism 
Authority of Thailand, Ministry of sport and tourism). 
A sample group contained 385 people by randomly 
selecting without probability involved (non – random 
Sample). Because the actual number of the population 
(number of tourists visit) is not known in this case 
(Boomchom Srisa-ard, 1995, p.185), so the following 
formula is used to calculate a number of sample size: 

 n = 
𝑝 (1−𝑝)𝑧2

𝑒2  
where     𝑛 =  𝑠𝑎𝑚𝑝𝑙𝑒 𝑠𝑖𝑧𝑒 
           p  =  expected value is 0.5 or 50 % 
          𝑧 =  𝑎𝑡 95%  𝑠𝑜, 𝑧 =  1.96 

                𝑒 =  Acceptable tolerances set to 0.05 or 5% 

to represent the population of the formula 

Therefore,  n = 
0.5 (1−0.5)1.962

0.052 = 385 

  

4.1.3 Analysis of data 

Descriptive statistics is conducted by the 
frequency and percentage that composed of the 
objectives for visiting, the sources that informed them 
about the locations, kind of traveling, transportation, 
time period for the trip, costs of the trip, sex, age, 
address, education, status, occupation, and average 
income by using SPSS program. Regression analysis is 
used to analyze the possibility to improve the 
undeveloped beaches. 

 

4.2 Environment 
4.2.1 Tools for data collection 

Environmental quality is measured by the simply 
equation of Morgan which classified into four groups 
which each contains different number of indicators 
and weighted. The checklist was used to collect data 
from four beaches during winter, summer, and rainy 
seasons. A checklist was used to collect the data for 
four separated parts: 

1) Physical criteria contains 9 indicators, total 
mark of 9 - 44 points. 

2) Social criteria contains 22 indicators, total 
mark of 22-110 points. 

3) Pollution criteria contains 13 indicators, total 
mark of 13-42 points. 

4) Biological criteria contains 6 indicators, total 
mark of 6-20 points. 

 

4.2.2 Analysis of data 

After the checklist was done by observing and 
collecting data from related organizations. Total score 
from each criteria were substituted into the equation 
which weight differently by rank 4, 3, 2, and 1 to 
summarize the score in physical, social, pollution, and 
biological. 

𝐵𝑄 = 𝑊𝜌 ∑ 𝑅𝑖−𝑛 + 𝑊𝑠 ∑ 𝑅𝑖−𝑛 + 𝑊𝑝𝑜𝑙 ∑ 𝑅𝑖−𝑛

+ 𝑊𝑏 ∑ 𝑅𝑖−𝑛 

where   
   BQ: Beach Quality 
    𝑊𝜌 , 𝑊𝑠, 𝑊𝑝𝑜𝑙 , 𝑊𝑏: Weighting score of physical and 
biological factor (4, 3, 2, and 1, respectively) 
    𝑅𝑖−𝑛: Rating scale of indicator 1, 2, 3,…, n 
 
All rating score of environmental factors were sum, so 
possibility mark was 610 maximum and 134 
minimum. This score represents the environmental 
beach quality, that were classified into four Class, A, 
B, C and D ((maximum - minimum) / 4). (See Table 
1.) 
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5 Results and Discussion 

5.1 Tourism and business 

5.1.1 General information about the tourists 

 
Most tourists in the sample group in Pattaya are 

female (64%), age 21-30 years old (52%), employee 
(31%), monthly income less than 15000 baht (39%), 
come from central region (69%).  

The majority of tourists in Bang-Saen are female 
(53%), age 21-30 (51%), employee (31%), monthly 
income 15001-20000 baht (47%), come from central 
region (65%).  

Most tourists in Sor are female (53.85%), age 31-
40 (40.66%), public officer (24.18%), monthly income 
15001-20000 baht (32.97%), come from central region 
(53%).  

Most tourists in Toey Ngam are female 
(67.02%),  

 
age 31-40 (55.56%), public officer (41.67%), monthly 
income 15001-20000 baht (35.11%), come from 
central region (56.38%). (See Table 2.) 

5.1.2 Behavior of the tourists 

Most tourists in Pattaya stay for 2 days (35%). 
Main purpose are holiday/vacation/leisure (51%), 
accommodation outstanding (26%), and want to come 
back (97%). There are variety of hotel in Pattaya for 
tourists to choose, starting from 1 to 5 stars. People 
from central region prefer spending their weekend in 
Pattaya. 

 Most tourists in Bang Saen stay for 2 days 
(41%), main purpose are holiday/vacation/leisure 
(37%), water activities outstanding (34%), and want to 
come back (91%). Variety of water activities could be 
found there include; Banana boat, Jet-ski, sailing and 
etc. Additional, Thailand Water Sport Festival is held 
at Bang Saen annually. 

Most tourists in Sor stay for 1 days (52.75%), 
main purpose are holiday/vacation/leisure (62.64%), 
water activities outstanding (47.25%), and want to 
come back (97.80%). Few hotels are found at Sor. 
Thus, tourists are mostly came for one day trip. Water 
activities are outstanding in kayaking, scuba diving, 
and planting corals.  

Most tourists in Toey Ngam stay for 1- 2 days  
(38.30%) at the same rate, main purpose are holiday/ 
vacation/ leisure (61.70%), water activities 
outstanding (60.64%), want to come back (96.81%). 
Toey Ngam located near so and has the same 

outstanding water activities.  
All in all, most of tourists prefer 

staying 2 days for holiday/ vacation/ 
leisure.  The most outstanding of four 
beaches are water activities. And most of 
tourists want to come back again. (See 
Table 3.) 

 
 

Table 1: Classification of beach quality 
Class Score Beach quality standard 
A 491.0-610.0 Excellent environmental beach 

quality 
B 372.0-490.0 Very good environmental beach 

quality 
C 253.0-371.9 Fair environmental beach quality 
D 134.0-252.9 Poor environmental beach quality 

Table 2: Descriptive statistics of the respondents 
Personal 

Information 

Pattaya Bang-Saen Sor Toey Ngam 

No. % No. % No. % No. % 

Gender         
Male 36 36 47 47 42 46.15 31 32.98 
Female 64 64 53 53 49 53.85 63 67.02 
Age         
<20 13 13 22 22 14 15.38 9 9.57 
21-30 52 52 51 51 26 28.57 13 13.38 
31-40 20 20 14 14 37 40.66 50 55.56 
41-50 10 10 10 10 10 10.99 16 17.02 
51-60 5 5 3 3 4 4.4 6 4.02 
Occupation         
Student 28 28 15 15 16 17.58 11 11.46 
Employee 31 31 31 31 19 20.88 26 27.08 
Public officer 11 11 21 21 22 24.18 40 41.67 
Business person 5 5 10 10 15 16.48 7 7.29 
Freelance 17 17 15 15 16 17.58 4 4.17 
Other 8 8 8 8 3 3.3 6 8.33 
Income (per month)        
<15000 39 39 23 23 21 23.08 20 21.28 
15001-20000 23 23 47 47 30 32.97 33 35.11 
21001-30000 22 22 19 19 29 31.87 25 26.6 
30001-40000 10 10 6 6 5 5.49 7 7.45 
40001-50000 4 4 3 3 4 4.39 4 4.26 
>50000 2 2 2 2 2 2.2 5 5.3 
Domicile         
Central region 69 69 65 65 77 84.62 53 56.38 
Northeast region 15 15 19 19 10 10.94 28 29.79 
Northern region 12 12 13 13 2 2.22 9 9.57 
Southern region 4 4 3 3 2 2.22 4 4.26 
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5.1.3 Satisfaction on marketing mix 
This part studies on marketing mix to see the 

satisfaction of tourists consists; products of tourism, 
pricing fairness for tourists, market promotions, 
tourism servicing process, physical evidence, and 
tourism effectiveness and quality. 

For Pattaya, the highest average value is on 
tourism effectiveness and quality (3.95) because the 
place is famous and having variety activities. The 
lowest average value is on physical evidence (2.01) 
because the beach is unclean and noisy. 

For Bang Saen, the highest average value is on 
physical evidence (3.26) because the water is clean, 
the beach is peaceful, and transportation is convenient. 
The lowest average value is on pricing fairness for 
tourists (2.37) because sometime the price rates are 
distorted. 

For Sor and Toey Ngam, the highest average 
value is on pricing fairness for tourists (3.51) because  

 
they are under 
supervision of the Thai 
Royal Navy. The lowest 
average value is market 
promotion (2.26) because 
the places are not well-
known and the 
advertisings are not good. 
(See Table 4.) 

In products of 
tourism factor, freshness 
of the ingredients in food 
is most important in 
Pattaya and Bang Saen 
because there are jetties 
and many famous 
seafood restaurants. 
Safety standard of the 
service providers on 
marine tourism activities 
is most important in Sor 
because it implies to 
service-mind 
performance. Cleanness 

and condition of equipment on marine tourism 
activities of Toey Ngam is the most important because 
marine activities are the selling point. 

In pricing fairness for tourist factor, fairness of 
the price for beach/water activities is the most 
important in Pattaya and Bang Saen because famous 
activities such as banana boat, jet-ski and etc. are 
attracted tourists to the location. Fairness of the gift/ 
souvenir price is the most important of Sor and 
fairness of the accommodation price is the most 
important of Pattaya because standard price 
encouraging returns.  

In market promotion factor, hotel’s attractiveness 
of sale promotions is the most important in Pattaya 
and Bang Saen because of high competitive in the 
area. Advertisements on newspapers, radio, TV, and 
online communication throughout websites, or email 
are important for Sor and Toey Ngam because this is a 
way to make them become well-known to increase the 

Table 3: Descriptive statistics of visit 
 

Behavior Pattaya Bang-Saen Sor Toey-Ngam 

No. % No. % No. % No. % 

Day(s) of visit         
1 day 28 28 18 18 48 52.75 36 38.30 
2 days 35 35 41 41 22 21.98 36 38.30 
3 days 23 23 37 37 16 17.58 16 17.02 
More than 3 days 14 14 4 4 5 7.69 6 6.38 
Purpose         
Holiday/vacation/leisure 51 51 37 37 57 62.64 58 61.70 
Beach/water activities 26 26 34 34 31 34.07 17 18.08 
Meeting/seminar 8 8 8 8 3 3.29 11 11.7 
Education 3 3 2 2 0 0 4 4.26 
Other 12 12 19 19 0 0 4 4.26 
Most outstanding         
Accommodation 26 26 10 10 2 2.2 3 3.19 
Food/Restaurant 19 19 23 23 2 2.2 3 3.19 
Gift/Souvenir shop 2 2 9 9 11 12.09 2 2.13 
Water activities; diving, fishing 3 3 34 34 43 47.25 57 60.64 
Peacefulness of the beach 15 15 2 2 19 20.88 9 9.57 
Community participated 0 0 7 7 1 1.1 1 1.06 
Eco-tourism 2 2 4 4 13 14.28 19 20.22 
Other(pub/night market) 33 33 11 11 0 0 0 0 
Come back?         
Yes 97 97 91 91 89 97.80 91 96.81 
No 3 3 9 9 2 2.2 3 3.19 

Table 4: Summary of marketing mix 
Marketing 

Mix 

Pattaya Bang-Saen Sor Toey-Ngam 

Avg. S.D. Rank Avg. S.D. Rank Avg. S.D. Rank Avg. S.D. Rank 

1.Products 
of tourism 

3.02 0.86 3 2.61 0.64 5 3.13 1.02 4 3.13 1.02 4 

2.Pricing 
fairness for 
tourists 

2.44 0.80 5 2.37 0.66 6 3.51 0.93 1 3.51 0.93 1 

3.Market 
promotions 

3.66 1.03 2 2.80 0.87 3 2.26 0.81 6 2.26 0.81 6 

4.Tourism 
servicing 
process 

2.69 0.92 4 2.64 0.73 4 3.20 0.92 3 3.20 0.92 3 

5.Physical 
evidence 

2.01 1.00 6 3.26 0.98 1 3.28 0.93 2 3.28 0.93 2 

6.Tourism 
effectiveness 
and quality 

3.95 0.89 1 2.94 1.00 2 2.81 1.03 5 2.81 1.03 5 
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number of tourists to the area. 

 
In tourism servicing process factor, process of 

announcing tourists for the safety rules and regulations 
for swimming and other beach activities are the most 
important in Pattaya, Sor, and Toey Ngam to keep 
safety standard and to ensure safeness for the tourists. 
Availability of tourist service centers is the most 
important in Bang Saen and Toey Ngam to give 
correct information to the tourists. 

In physical evidence factor, accreted and enough 
direction sign is the most important in Pattaya because 
the roads in Pattaya are complex. Scenery of the beach 
and clearness of sea water is the most important in 
Bang Saen and Sor because it is first priority of being 
a tourist attraction. Peacefulness of the beach is the 
most important of Toey Ngam because many of people 
on working ages in the area. 

In tourism effectiveness and quality factor, 
variety of activities is the most important of Pattaya, 
Bang Saen and Sor to increase the number of tourists 
in the area. Popularity of the location is the most 
important of Toey Ngam for creditable. (See Table 5.) 

 

 

 

 

 

 

 

 

5.1.4 Influence factors on beach improvement 

 
Regression analysis is used to estimate the 

possibility to improve the undeveloped beach to 
become tourist attractions by comparing with 
developed beach. To find transfer function, the 
dependent variable is developed beach and the 
independent variable is undeveloped beach. 
Substituted into equation y = Ax + B. If the result of 
independent closed to the dependent means that the 
undeveloped beach can be improved. This equation 
helps forecast the unknown variable and it is practical.  

From the Table 6, substitutes the variable into the 
equation y = Ax + B. 

Therefore, y = (0.085)X1 + (0.151)X2 +  
(-0.070)X3 + (-0.079) X4 + (0.088)X5 + (-0.061) X6 + 
(-0.054)X7 + (0.195)X9 + (0.100) X10 + (0.187)X11 + 
(0.146)X12 + (0.056)X13 + (0.068)X14 + (0.152)X15 + 
(0.056)X16 + (0.056)X16 + (-0.039)X18 +  
(-0.029)X19 + 0.941 

After substituting values of Sor and Toey Ngam 
beach into x variable, y = 0.68 and 0.82, respectively. 
This means that Sor and Toey Ngam can be improved 
like Pattaya and Bang Sean. 

 
 
 

Table 5: Mean and standard deviation of marketing mix in detail 
 Pattaya Bang Saen Sor Toey Ngam 

Products of tourism Avg. S.D. Avg. S.D. Avg. S.D. Avg. S.D. 

Cleanness and security of accommodation 3.01 0.98 2.66 0.74 2.88 1.01 3.90 0.70 
Condition of facilities in the room of accommodation 2.68 0.79 2.79 0.71 3.32 1.13 2.93 0.71 
Cleanness and tidiness of restaurant 4.02 0.82 2.40 0.78 2.74 1.36 3.53 0.98 
Freshness of the ingredients in food 4.28 0.74 2.99 1.11 2.99 1.10 3.45 0.91 
Safety standard of the service providers on Marine 
tourism activities 

1.87 0.96 2.43 0.62 3.57 0.73 3.86 0.74 

Cleanness and condition of equipment on Marine 
tourism activities 

2.24 1.03 2.39 0.68 3.25 0.78 3.95 0.83 

Pricing fairness for tourists 
Fairness of the accommodation price 2.35 0.69 2.35 0.68 3.37 1.12 3.70 0.75 
Fairness of the gift/ souvenir price 2.35 0.87 2.37 0.61 3.76 0.79 3.68 0.76 
Fairness of the price for beach / water activities 2.61 0.84 2.40 0.67 3.41 0.87 3.34 0.98 
Market Promotions 
Advertisements on newspapers , radio , and TV 3.84 1.00 2.83 0.91 2.48 0.95 2.53 1.00 
Online communication throughout websites , or email 4.11 0.97 2.85 0.78 2.57 0.87 2.88 0.85 
Hotel’s attractiveness of sale promotions 3.85 1.03 2.92 0.93 2.15 0.74 2.81 0.82 
Touring agencies attractiveness of sale promotions 2.85 1.12 2.60 0.85 1.87 0.66 2.26 0.80 
Tourism servicing process 
Process of announcing tourists for the safety rules and 
regulations for swimming and other beach activities 

2.94 1.10 2.68 0.63 3.64 0.86 3.61 0.93 

Availability of tourists service centers 2.63 0.84 2.70 0.78 3.12 1.02 3.61 0.92 
Service providers’ politeness to customers 2.50 0.82 2.53 0.78 2.86 0.88 3.50 0.89 
Physical Evidence 
Scenery of the beach and Clearness of sea water 2.42 0.96 3.52 1.06 4.13 0.90 4.47 0.94 
Peacefulness of the beach 2.05 0.94 2.55 0.97 3.86 0.88 4.48 0.94 
Convenient and lead to the location 3.39 1.10 3.03 1.00 2.61 0.99 4.03 1.23 
Accreted and enough direction sign 3.60 1.02 2.95 0.91 2.50 0.96 3.39 0.99 
Tourism effectiveness and Quality 

Variety of activities 3.96 0.88 2.99 1.06 3.04 1.05 3.64 0.91 
Popularity of the location 3.94 0.90 2.88 0.96 2.57 1.00 3.65 0.89 



Peerapat Chankerd et. al. / ICAS2015, July 15-17, 2015, Pattaya, Thailand 
 

178 
International Conference on Applied Statistics 2015 

 
 

5.3 Environment 

Environmental beach quality was calculated 
according to Simple Weighting Score Equation follow 
by Morgan (1999) on equation, the beach score was 
610 maximum and 134 minimum. These scores 
representing the environmental quality of beach, were 
classified into four classes: A, B, C and D shown in 

Table 1 already. 

Bang Saen beach’s score in summer, rainy and 
winter season were 420, 415 and 418 points, 
respectively. This score was compared with the 
classification of beach quality in Table 1 above. As a 
result, it was classified in Class B (very good 
environmental beach quality) in every season. Those 
result reflect that, this beach is very good in physical 
factor and social factor, which are 116 (65%) and 249 
(75%), respectively. So as you can 
see in the survey quality of sand is 
pretty in case of sand color, sand size, 
beach length, and sand softness. Bang 
Saen has a lot of restaurants, hotels, 
and souvenir shops enough to satisfy 
the tourists. And in case of 
emergency and safety, Bang Saen also has enough 
life-guard and standard equipment provided to the 
customer (e.g. jet-skiing, banana-boat, rental car, 
rental motorcycle). For the pollution they gain the 
highest score (46 out of 84) in the summer which is 

the high season in Thailand that has long weekend. 
Bang Saen as the high rate of tourist, it will cause a bit 
problem of noise and unpleasant odors from vehicles 
and other road vehicles which allowed pass along the 
beach, poor of car parking area. In the biological 
achieved 9 out of 20 (only 45%) because it difficult to 
find many trees along the beach. And also has jelly-
fish, the abundance species was poor, can found only a 
few and general species such as ghost crab maybe 

because of many tourist disturbed by 
tourist activities and local community 
(See Table 7.) 

Pattaya Beach’s score in 
summer, rainy and winter season 
were 400, 396 and 392 points, 

respectively. This score was compared with the 
classification of beach quality in Table 1. As a result, 
it was classified in Class B (very good environmental 
beach quality) in every season. Especially, in social 
factor achieved the score of 237 out of 330 (about 
72%); this is the highest score for every factor. 
Because as you can see from the survey, Pattaya has a 
lot of restaurants, hotels, souvenir shops enough to 
satisfy the tourists. And in case of emergency and 
safety, Pattaya also have enough life-guard and 

standard equipment provide to the customer (e.g. jet-
skiing, banana-boat, rental car, Rent motorcycle). But 
also has a low score in traffic because there are many 
tourists and most of the streets in the city are two-lane 
road, so no matter the season is, the traffic is still very 
bad. The biological achieved the average of 9 out of 

Table 6: Regression analysis 

Independent  variable Coefficient t-value p-value 

Constant 0.941 17.325 0 
Peacefulness of the beach 0.085 -5.459 0 
Touring agencies attractiveness of sale promotions 0.151 9.529 0 
Safety standard of the service providers on marine activities -0.070 -4.321 0 
Fairness of the gift/ souvenir price -0.079 -5.377 0 
Hotel’s attractiveness of sale promotions 0.088 5.316 0 
Cleanness and security of accommodation -0.061 -4.307 0 
Cleanness and condition of equipment on marine activities -0.054 -3.658 0 
Food / Restaurant outstanding 0.195 5.111 0 
Education visiting purpose 0.100 2.771 0.006 
Accommodations outstanding 0.187 4.616 0 
Other factor outstanding 0.146 3.66 0 
Holiday visiting purpose 0.056 -2.651 0.008 
Beach’s peacefulness outstanding 0.068 2.652 0.008 
Gift / Souvenir shops outstanding 0.152 2.574 0.01 
3 days spent in the area 0.056 2.354 0.019 
Advertisements on newspapers, radio, and TV 0.056 3.217 0.001 
Process of announcing tourists for the safety rules and regulations for 
swimming and other beach activities -0.039 -2.784 0.006 
Online communication throughout website, or email -0.029 -2.09 0.037 
R-square = .726, F = 24.744 (p = 0.000) 
Dependent variable: Pattaya and Bang Saen 
Method: Stepwise 

 
 
 

 
 
  

Table 7: Environmental analysis at Bang Saen beach 
 Physical Social Pollution Biological Total 

Summer (29*4) = 116 (83*3)  = 249 (23*2) = 46 (9*1) = 9 420 

Rainy (29*4) = 116 (83*3)  = 249 (21*2) = 42 (8*1) = 9 415 

Winter (29*4) = 116 (83*3)  = 249 (22*2) = 44 (9*1) = 9 418 

Table 8: Environmental analysis at Pattaya beach 

 Physical Social Pollution Biological Total 

Summer (27*4) = 108 (79*3)  = 237 (23*2) = 46 (9*1) = 9 400 
Rainy (27*4) = 108 (79*3)  = 237 (21*2) = 42 (9*1) = 9 396 
Winter (27*4) = 108 (79*3)  = 237 (19*2) = 38 (9*1) = 9 392 
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20 (only 45%) because it is hard to find many trees 
along the beach. And the beach also has jelly-fish. The 
abundance species was poor; only a few and general 
species were found such as ghost crab.   
 Pollution factor, in the summer, achieved the 
highest score 46 out of 84 (about 55 %) because in the 
summer, which has the long holiday, there are many 
tourists. So it will result in a problem of trash on the 
beach, water quality, noise and odor from motor 
vehicle. For the physical factor the score is very low 
108 out of 176 (about 61%) because this beach is very 
popular and well-known so there is a lot of tourists all 
around the world visited here. So this beach also has 
activities that will make the tourist enjoy to came here 
and attractive to the tourists. Some activities, however, 
will destroy the quality of sand, sea and maybe produce 
the pollution as much as it should. 

Sor beach’s score in summer, rainy and winter 
season were 378, 374 and 376 points, respectively. 
This score was compared with the classification of 
beach quality. As a result, it was classified in Class B 
(very good environmental beach quality) in every 
season. This beach very good at biological factor 13 
out of 20 (about 65%) better than the rest of the beach 
in this research because has some trees along the 
beach and less harmful animals (such as jelly-fish) and 
less cockroaches than other beaches. Also in the 
physical factor, it achieved very high score, which is 
120 out of 176 (about 68%) because this beach has not 
much tourists so the environment in this area will not 
be destroyed by people and still maintain their quality. 
But it also has serious problem same as Toey-Ngam 
beach. The problem that we should consider is social 
factor (171 out of 330 (about 55%)) because this beach 
does not have a lot of hotels and accommodations 
including shops so this will not satisfy the tourists 
coming to the beach. And also the sea activity, this 
beach does not have enough activity to attract the 
tourists. Even though the environment is very good 
and beautiful, but tourists need more. So this criteria 
should also be considered.   

    
 

 
Toey-Ngam beach’s score in summer, rainy and 

winter season were 380, 378 and 380 points, 
respectively. As a result, it was classified in Class B 
(very good environmental beach quality) in every 
season. The advantages of this beach, as you can see 

from the score are physical factor and pollution factor. 
For the physical factor achieved the score of 120 out 
of 176 (about 68%). This beach is not a popular beach; 
the quality of sand, the color of water and sea are in 
good condition. Because this beach is not well-known 
so there are not a lot of tourists and the environment is 
still maintained at good quality as it should be. 
Pollution factor is 74 out of 84 (about 88%); water is 
very clear and water odor is absent. It also has less 
pollution than other beaches; there are a lot of parking 
lots and very good traffic flow. The biological score is 
12 out of 20 (about 60%). But has the serious problem 
with the social factor 174 out of 330 (only 58 %) 
because this beach does not have enough 
accommodations and hotels to satisfy the tourists in 
the high season. 

6. Conclusion 

Conclusion is divided into two parts as those 
topics show the score of Business & Tourism, and 
Environment expected. The score can indicate the 
direction in which way they need to improve in order 
to be a successful tourism in term of sustainable 
environment and business preparation of local 
community in Chonburi area where the survey was 
taken. Not only in this province, can this method also 
be applied to many different areas that has potential to 
be promoted for tour destination.  

For business and tourism parts, the survey are 
collected in three parts of information including 
general information, behavior of visitors, and 
satisfaction of visitors from 385 people at 4 beaches. 
For the basic information, the most respondents in four 
beaches are females, age between 21 – 40, employee 
and public officer, monthly income not more than 
20000, come from central region. For the behavior 
part, most tourists stayed for two days; the main 
purpose is holiday/vacation/leisure. The most 
outstanding feature is water activities and tourists want 
to come back to the area again. 

The marketing mix with highest rate of 
satisfaction in Pattaya, Bang Saen, Sor and Toey 

Ngam are tourism effectiveness and 
quality, physical evidence, pricing 
fairness for tourists and pricing 
fairness for tourists, respectively. 

All in all, by the results form 
SPSS programs by regression analysis shown that Sor 
and Toey Ngam beaches can be developed to be 
tourism attract like Pattaya and Bang Saen beaches. 

For the environment part, the 
survey shows that Sor and Toey-
Ngam beaches which are not as 
well known as Pattaya and Bang 
Saen beach, the beach scores are 

almost in the same rate. But let’s look in detail.  
 

Table 9: Environmental analysis at  Sor beach 

 Physical Social Pollution Biological Total 

Summer (30*4) = 120 (57*3)  = 171 (37*2) = 74 (13*1) = 13 378 
Rainy (30*4) = 120 (57*3)  = 171 (35*2) = 70 (13*1) = 13 374 
Winter (30*4) = 120 (57*3)  = 171 (36*2) = 72 (13*1) = 13 380 

Table 10: Environmental analysis at  Toey Ngam beach 

 Physical Social Pollution Biological Total 

Summer (30*4) = 120 (58*3)  = 174 (37*2) = 74 (12*1) = 12 380 
Rainy (30*4) = 120 (58*3)  = 174 (36*2) = 72 (12*1) = 12 378 
Winter (30*4) = 120 (58*3)  = 174 (37*2) = 74 (12*1) = 12 380 



Peerapat Chankerd et. al. / ICAS2015, July 15-17, 2015, Pattaya, Thailand 
 

180 
International Conference on Applied Statistics 2015 

 
 Physical Social Pollution Biological 

Bang Saen 116 249 44 9 
Pattaya 108 237 42 9 
Sor 120 171 72 13 
Toey Ngam 120 174 73.33 12 

Figure 1: Comparison in environment score of four beaches  
 

According to the charts, Toey Ngam and Sor 
beach have better score than Bang Sang and Pattaya 
beach in physical criteria. This means that beach and 
environment around these beaches are better. 
However, these beaches do not famous as they should 
be. When comparing to the famous beaches (which are 
Pattaya and Bang Saen beach), the big difference is in 
social criteria score. Thus, this is the point that we 
should concern about, in order to develop those 
beaches to become famous and gain the customer 
satisfaction. Additionally, the criteria that already 
good enough should be maintained in good quality 
when develop other criteria. For example, if built more 
of restaurants and accommodations to satisfy 
customer, which will gain a better score of social, the 
quality of physical, biological and pollution should be 
well taken care of. 
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Abstract 

Probability plotting is a technique that helps us decide whether data follows the pattern of a particular 
probability distribution. This paper develops a probability plot of the length-biased exponentiated inverted Weibull 
(LBEIW) distribution by using R program. In addition, the probability plot of the LBEIW distribution is used to 
illustrate by fitting the LBEIW distribution to the distance between cracks in a pipe dataset. 
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1. Introduction 

The Weibull distribution was introduced by Wallodi 
Weibull, Swedish scientist, in 1951 [1]. It is perhaps the 
most widely used distribution to analyze the lifetime 
data. This distribution provides vast impact of reliability 
and quality control. In some cases the Weibull 
distribution may not be fit to some datasets, however, 
alternatively, the inverse Gaussian, gamma, inverse 
gamma, log-normal distributions can be good 
representative. Recently the length-biased 
exponentiated inverted Weibulll (LBEIW) distribution 
has been proposed by Seenoi, Supapakorn, and 
Bodhisuwan [2] in 2014. 

The LBEIW distribution has the following density 
function 
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0
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x
ss x t t t    is a lower 

incomplete gamma function. 
Some plots of the LBEIW density function with 

specific parameter values are shown in Figure 1. 

 
Figure 1: The density function of the LBEIW distribution for 

selected values of  and . 
 

Probability plotting is a technique that helps us 
decide whether data follows the pattern of a particular 
probability distribution. Usually we wish to compare 
data to a Normal distribution – hence the name “Normal 
Probability Plot”. This paper develops a probability plot 
of the LBEIW distribution [3]. 

The rest of the paper is organized as follows. In the 
next section, the basic idea of the probability plotting is 
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presented. In Section 3, we calculate the points for a 
LBEIW probability plot. The graph of a LBEIW 
probability plot provided in Section 4. Finally 
conclusions appear in Section 5. 

 
2. The basic idea 

As usual we assume that the data values 1x , 2x , ..., 

nx  are n  realizations of the LBEIW random variable 
X . We compare these observed values (observations) 

with theoretical values arising from the probability 
distribution of X . 

The basic idea of probability plotting is that if these 
realized values of X , placed in ascending order, match 
up fairly well with the theoretical values of X  (what 
we would expect to get for n  observations) then when 
we plot these values against each other on a graph, we 
should get a straight line. If this is the case we conclude 
that the data are LBEIW distributed. On the other hand, 
if we get a plot that doesn’t look linear, then we will 
conclude the data does not come from a LBEIW 
distribution. The only real complication will be to 
decide what to use for the theoretical values of X . The 
approach we will adopt is to consider percentiles, both 
of data and of the theoretical distribution. However, 
before we get to this we need some background ideas. 

 
2.1 Ordering the data 

First we need to sort the data into increasing order. 
Let  

(1)X = smallest observation, 

(2)X = second smallest, 
… 

( )nX = largrst. 

Thus (1) (2) ( )nX X X   . 
The number in parentheses is called the rank of the 

data value. 
If two data points are tied (i.e. they both have the 

same value) then in this primer we will use the 
convention that they can have different ranks i  and 

1i   (it doesn’t matter which one you choose to have 
rank !i ). Note that in other contexts we would use a 
different convention, where both points would be given 

the same average rank 1
2

i  . This isn’t so good for our 

purposes since it means that two points would be 
plotted one on top of the other. Our rule makes the 
computation easier and both points are visible on the 
plot. We can also justify our convention by saying that 
our plot wouldn’t change if one data value was minutely 
smaller than the other, whereas the average-rank plot 
would change. 

We will also make use of a concept known as depth 
of a data value. The depth refers to how far the 
particular point is in from the closest end, once the data 
have been sorted. 

Then the smallest and largest values of a data set 
both have depth 1, the second-smallest and second-
largest both the depth 2, and so on. 

If n , the sample size, is old, then the median is the 

deepest points, and has depth 1
2

n  .  

This also equals its rank. If n is even then there are 

two deepest points, both with depth 
2
n . 

The median is the average of these values, and we 

still say its depth is 1
2

n   even though this is no longer 

an integer. 
 
2.2 Theoretical percentiles 

Consider a graph of the LBEIW density function; 
the area under the probability curve equals 1, or 100%. 
Now we consider cutting the X  axis at 99 points. We 
denote the ith point by /100ix , since it is the point for 
which  /100 /100 %iP X x i i   . We can find these 
points from the LBEIW quantile function (inverse of the 
distribution function) 

1( )Q G x . 
 

2.3 Sample percentiles 

The Pth sample percentile is a value such that at 
least P% of the measurements are less than or equal to 
that value, and at least (100-P)% of the measurements 
are greater than or equal to the value. Unfortunately, 
this definition has a serious drawback; it is one-
directional. That is you can go from a percentage value 
to a percentile, but not back again unless you make 
further assumptions. For example, you can talk about 
the 45th, 50th or 55th sample percentile, and identify 
the corresponding data point, but unless you have a lot 
of data you may find that all these percentiles refer to 
the same data value. 

 
2.4 The rule we use 

We will adopt the convention that ( )ix  is the 

 1
2100 i n  sample percentile. That is, the theoretical 

percentile corresponding to the ith ordered value is 
1
2( ) /i n

x


. A LBEIW probability plot would be a graph of 

the points  (1) 1/ 2, nx x ,  (2) 3/ 2, nx x ,  (3) 5/ 2, nx x , ..., 

 ( ) 1 1/ 2,n nx x  . 
Note that this definition will always put the median 

in the right place. That is, if ( )ix  is the sample median 

then ( 1) / 2 / 2 1/ 2i n n    , so that    11
2 2i n  . 

That is, it is the 0.5x  point, the theoretical median. 
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3. Calculating and Plotting Points 

We consider uncensored data on distance between 
cracks in a pipe dataset [4]. The recent study found that 
the LBEIW MLE estimates of the parameters   and   
are 3.3891 and 9508.9505, respectively. Moreover, the 
p-value of Anderson-Darling test [5] for the goodness of 
fit test of the LBEIW distribution is 0.9447 that the 
LBEIW distribution fits to the data is well. 

We are now able to calculate the point for a LBEIW 
probability plot which corresponding to the distance 
between cracks in a pipe dataset. In this section it is 
assumed that we only have ordinary graph paper, with a 
linear-by-linear scale.  

We shall draw up a table with four columns.  
The  first has i , the rank of each data point, going 

from 1 to n .  
The second has the corresponding data values. 
The third has the percent value, which from now on 

we will call the percentage  1
2100 %i n . 

The fourth has the percentile  1
2100 i n

x


.  

We will plot the second and fourth columns against 
each other. The process is illustrated by an example, 
given in Table 1. 

 
Table 1: LBEIW probability plot calculations for distance 

between cracks in a pipe data 
Rank Data Percentage Percentile 

1 10.24 2.08 10.59 
2 10.67 6.25 11.84 
3 12.26 10.42 12.69 
4 14.10 14.58 13.42 
5 14.70 18.75 14.09 
6 14.97 22.92 14.74 
7 16.62 27.08 15.38 
8 17.12 31.25 16.04 
9 18.14 35.42 16.71 
10 18.51 39.58 17.41 
11 18.84 43.75 18.16 
12 19.08 47.92 18.96 
13 19.40 52.08 19.83 
14 22.38 56.25 20.78 
15 22.57 60.42 21.85 
16 22.85 64.58 23.07 
17 25.43 68.75 24.47 
18 27.47 72.92 26.15 
19 27.98 77.08 28.20 
20 29.93 81.25 30.83 
21 30.94 85.42 34.40 
22 36.02 89.58 39.76 
23 49.56 93.75 49.40 
24 51.56 97.92 78.43 

 

4. The graph of a LBEIW probability plot 

We are now in a position to plot the points. We will 
adopt the convention that the ranked data values ( )ix  
will be plotted on the horizontal axis and the percentiles 

1
2( ) /i n

x


 plotted on the vertical axis. This is because the 

data vary, but the percentiles are fixed--they depend 
only on the sample size n . By using R program [6] (See 

in Appendix A), the LBEIW probability plot for 

distance between cracks in a pipe dataset is given in 
Figure 1. Note the axis labels. The graphs are all to the 
same scale, but this is not necessary. When plotting 
your graphs, make sure you allow a big enough scale to 
let you spread the data out, so that you can see any 
potential departures from a straight-line relationship. 

Figure 1: LBEIW probability plot for distance between cracks 
in a pipe dataset 

 
3. Conclusion 

The results in Figure 1 shown that a plot between 
ascending order and the theoretical values of X  is 
linear look, then we can conclude that the dataset is 
LBEIW distributed which corresponding to the p-value 
of the Anderson-Darling test. 
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Appendix A. R Code for LBEIW Probability Plot 

#Quantile function of LBEIW distribution 

qLBEIW <- function(p,beta,theta) 

{ 

 y <- p * gamma(1-(1/beta)) 

 library("zipfR") 

 a <- Igamma.inv(1-(1/beta), y, lower=FALSE) 

 x <- (theta/a)^(1/beta) 

 return(x) 

} 

# LBEIW probability plot 

x <- sort(x) 

percentage <- 100*(i-0.5)/n 

percentile <- qLBEIW(percentage/100,    

beta=beta,theta=theta) 

plot(x, percentile) 

yl <- quantile(x, c(0.25, 0.75)) 

xl <- qLBEIW(c(0.25, 0.75),beta=beta,  

theta=theta) 

   slope <- diff(xl)/diff(yl) 

int <- xl[1] - slope * yl[1] 

abline(int, slope, col = "red") 
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Abstract 

Nowadays, the number of natural disasters and its economic losses has increased around the world including 
PathumThani Province of Thailand. Building resilience to natural disasters and major economic crisis is important 
policy issue in the field of public safety and security. Competences and operative responsibilities are mostly given 
to local and city governments. On one hand, local and city governments should be able to understand the gaps and 
challenges in disaster risk reduction. To serve such objective, UNISDR developed Local Government Self 
Assessment Tool (LGSAT), a self-assessment tool and feedback mechanism offered to local and city 
governments. On the other hand, local and city governments should be able to identify specific target for 
improvement if they are inefficient. A purpose of our study is to assess and benchmark the efficiency of local and 
city governments in PathumThani in building resilience to natural disasters. LGSAT is employed to identify gaps 
and challenges. The result from this step is used as outputs of Decision Making Units (DMU), i.e. a local or city 
government, in Data Envelopment Analysis (DEA). The input-oriented DEA is utilized to identify the best 
practice DMU and targets of improvement for inefficient DMUs when the given inputs are the budget, number of 
staff n the DMU.   
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1. Introduction 

Since the number of natural disasters and its 
economics losses has increased around the world, 
building resilience to such disasters and economic crisis 
is important policy issue in the field of public safety and 
security. Building resilience engages multi-stakeholders 
within governments and whole community [1, 3]. How 
can local and city governments assess the achievements 
and challenges in building resilience? How can they 
assess efficiency of building resilience and set target for 
improvement? These two questions are studied here.   

How can local and city governments assess the 
achievements and challenges in building resilience? 
Local and city governments should be able to 
understand the gaps and challenges in disaster risk 
reduction [8]. To serve this objective, United Nations 
International Strategy of Disaster Reduction (UNISDR) 
developed Local Government Self Assessment Tool 
(LGSAT) [8], a self-assessment tool and feedback 
mechanism offered to local and city governments. This 
framework was designed to assess progress against 
disaster risk reduction at the local level using as 
reference the Hyogo Framework for Action (HFA).  

To build resilience to disasters, local and city 
governments use resources such as annual budget and 
staff. Are these resources utilized effectively?  
Resources (inputs) are transferred to build resilience to 
disasters (outputs). How can the governments assess 
efficiency of building resilience? How can best 
practice(s) be identified?  How much target should be 

set to improve inefficient unit(s)? Data Envelopment 
Analysis (DEA) can offer answer to these questions.  

In summary, stakeholders from local and city 
governments are identified and interviewed following 
LGSAT guideline. The result from this step is used as 
outputs of Decision Making Units (DMU), i.e. a local or 
city government, in DEA. 

   
2. Methodology 

 

2.1 Local Government Self Assessment Tool 

(LGSAT) 

LGSAT is self assessment tool for local 
government.  Stakeholders, who should involve in the 
review process, include local government authorities, 
civil society organizations, local academia, the business 
community and community-based organizations. 
However, due to limit time of study, only government 
authorities were interviewed in our study [8]. 

 LGSAT has 22 core indicators in 5 priorities for 
action. “Priority for action 1: Governance: ensure that 
disaster risk reduction is a national and local priority 
with strong institutional basis for implementation; 
Priority for action 2: Risk identification: identify, assess 
and monitor disaster risks and enhance early warning; 
Priority for action 3: Knowledge: use knowledge, 
innovation and education to build a culture of safety and 
resilience at all levels; Priority for action 4: Reducing 
the underlying risk factors in various sectors 
(environment, health, construction, etc.); and Priority 

for action 5: Strengthen disaster preparedness for 
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effective response” [www.unisdr.org]. The score from 
five priorities is then used as five outputs in DEA.   
 

Table 1: Scoring Scale - Level of Progress 
The status and level of progress in the self-assessment shall be 

measured on a scale of 1-5 [8] 
Level of 
Progress 

Description of level of progress for overall 
ranking for each question 

5 Comprehensive achievement has been attained, 
with the commitment and capacities to sustain 
efforts at all levels. 

4 Substantial achievement has been attained, but 
with some recognized deficiencies in 
commitment, financial resources or operational 
capacities. 

3 There is some institutional commitment and 
capacities to achieving DRR, but progress is not 
comprehensive or substantial. 

2 Achievements have been made but are 
incomplete, and while improvements are 
planned, the commitment and capacities are 
limited. 

1 Achievements are minor and there are few signs 
of planning or forward action to improve the 
situation. 

 
In detail, 22 indicators in the five priorities of the 

Hyogo Framework are designed as a check list and the 
building block for disaster risk reduction. They are 10 
essentials for making cities resilient.   

 
Table 2: Description of 10 essentials for making cities 

resilient [8] 
Essential  Description of essential 

1 Put in place organization and coordination to 
understand and reduce disaster risk, based on 
participation of citizen groups and civil society. 
Build local alliances. Ensure that all departments 
understand their role to disaster risk reduction 
and preparedness. 

2 Assign a budget for disaster risk reduction and 
provide incentives for homeowners, low-income 
families, communities, businesses and public 
sector to invest in reducing the risks they face. 

3 Maintain up-to-date data on hazards and 
vulnerabilities, prepare risk assessments and use 
these as the basis for urban development plans 
and decisions. Ensure that this information and 
the plans for your city's resilience are readily 
available to the public and fully discussed with 
them. 

4 Invest in and maintain critical infrastructure that 
reduces risk, such as flood drainage, adjusted 
where needed to cope with climate change. 

5 Assess the safety of all schools and health 
facilities and upgrade these as necessary. 

6 Apply and enforce realistic, risk compliant 
building regulations and land use planning 
principles. Identify safe land for low-income 
citizens and develop upgrading of informal 
settlements, wherever feasible. 

7 Ensure education programs and training on 
disaster risk reduction are in place in schools and 
local communities. 

8 Protect ecosystems and natural buffers to 

mitigate floods, storm surges and other hazards 
to which your city may be vulnerable. Adapt to 
climate change by building on good risk 
reduction practices. 

9 Install early warning systems and emergency 
management capacities in your city and hold 
regular public preparedness drills. 

10 After any disaster, ensure that the needs of the 
survivors are placed at the centre of 
reconstruction with support for them and their 
community organizations to design and help 
implement responses, including rebuilding 
homes and livelihoods. 

 
2.2 Data Envelopment Analysis (DEA) 

DEA is a linear programming for measuring the 
relative performance of Decision Making Unit (DMU) 
where multiple inputs and outputs make comparisons 
difficult. DEA shows relative efficiency and determines 
targets to improve inefficiency units. 

 
Let 𝜃∗be the efficiency: 

𝜃∗ = 𝑚𝑖𝑛 𝜃 

Subject to the following constraints: 

Σ𝑗=1 
𝑛 𝜆𝑗𝑥𝑖𝑗 ≤  𝜃𝑥𝑖𝑜 i = 1, 2,..., m;    (1) 

Σ𝑗=1
𝑛 𝜆𝑗𝑦𝑟𝑗 ≥ 𝑦𝑟𝑜  r = 1, 2,…, s;    (2)   

Σ𝑗=1
𝑛 𝜆𝑗 = 1               (3)  

𝜆𝑗 ≥ 0     j = 1, 2,…, n.    (4)  

DMUo stands for one out of n DMUs that will be 
assessed and  𝑥𝑖𝑜  and 𝑦𝑟𝑜 represent the ith input and 
rth output for DMUo. If 𝜃∗ - which indicates the 
efficiency score - equals 1 then the input can no further 
be reduced, as DMUo is already on the frontier. Thus, if 
𝜃∗ < 1 then the efficiency frontier is above DMUo and 
DMUo can be pushed towards the frontier [10]. 

For inefficient DMU, it needs DEA slack to reduce 
input or output in order to become efficient. The first 
stage of DEA is computed for efficiency score ignoring 
the slacks. Then slacks are computed in the second 
stage of DEA. The linear programming of slack model 
is following: 

 

 𝑚𝑎𝑥 Σ𝑖=1
𝑚 𝑠𝑖

− + Σ𝑟=1
𝑠 𝑠𝑟

+      (5)  

Subject to: 

Σ𝑗=1
𝑛 𝜆𝑗𝑥𝑖𝑗 + 𝑠𝑖

− = 𝑥𝑖𝑜  i = 1, 2,…,m  (6)  

Σ𝑗=1
𝑛 𝜆𝑗𝑦𝑟𝑗 − 𝑠𝑖

+ = 𝜃∗𝑦𝑟𝑜  r = 1, 2,…,s  (7)  
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Σ𝑗=1
𝑛 𝜆𝑗 = 1 and          (8)  

𝜆𝑗 ≥ 0       j = 1, 2,…, n   (9)  

Here, 𝑠𝑡
− and 𝑠𝑟

+ stand for input and output slack, as 
input needs to be reduced (-) and output be increased 
(+) to become more efficient. It should be noted that a 
DMU is fully efficient if and only if 𝜃∗ = 1 𝑎𝑛𝑑 𝑠𝑡

− =
 𝑠𝑟

+ = 0 [10].  
2.3 Data Collection  

Staff taking care of disaster management program 
and working at city and local government were 
interview based on LGSAT questions guideline. Data 

was collected from 21 city and local governments in 
PathumThani. They are Krong Three, Krong Four, 
Krong Five, Krong Six, Krong Seven, Ban Phatum, Ban 
Geaw, Ban Kra Chang, Chaing Rak Noy, Lak Six 
Municipal, Chaing Rak Yai, Saun Prig Thai, Ban Krang 
Municipal, Kra Chang, Bang Kra Beur, Taey Kor, Bang 
Pood, Ban Shang, Ku Bang Laung, Bor Guen, and Bang 
Ka Di Municipal For confidential reasons, we 
rearranged the order and name DUM i, where i = 1,…, 
21. Data is calculated based on LGSAT’s five priority 
actions, used as outputs. A complete data for DEA 
analysis is shown in Table 3. 
 

Table 3: Inputs and outputs for DEA analysis 
Local Government Inputs 

 
Outputs (result from LGSAT) 

 

Annual 
budget 

Number 
of Staff   

Priority for 
Action 1 

Priority for 
Action 2 

Priority for 
Action 3 

Priority for 
Action 4 

Priority for 
Action 5 

DMU 1 400,000 6   39 32 19 43 40 
DMU 2 3,500,000 21   37 40 21 46 45 
DMU 3 300,000 11   43 43 23 55 46 
DUM 4 2,000,000 8   40 32 17 44 42 
DMU 5 100,000 7   40 30 14 38 36 
DMU 6 590,000 10   33 27 12 22 25 
DMU 7 150,000 6   28 21 14 30 31 
DMU 8 50,000 4   36 32 16 43 35 
DUM 9 200,000 5   36 40 21 42 43 
DUM 10 300,000 13   37 30 13 48 38 
DMU 11 800,000 5   31 30 18 41 34 
DMU 12 50,000 8   24 20 13 28 33 
DMU 13 1,500,000 15   38 32 15 47 42 
DMU 14  240,000 5   34 24 14 42 31 
DMU 15  500,000 5   42 29 17 44 37 
DMU 16 900,000 5   43 38 23 55 46 
DMU 17 300,000 15   33 30 15 44 36 
DMU 18 722,000 3   39 33 16 46 39 
DMU 19 200,000 9   32 29 12 19 37 
DMU 20 300,000 10   44 39 19 51 37 
DMU 21 1,000,000 27   46 40 23 38 42 

 
 

3. Result and discussion 

 

Efficiency score and slack of each local government is analyzed. The result shows that nine DMUs are efficient, and 
one (DMU 12) is weakly efficient (efficiency score = 1 but slacks are not zero). Looking at the input slack, DMU 12 
should reduce the number of staff by 4 (8 - 4 = 4 persons). Likewise, to reach the efficient frontier, DUM 2 and 4 
should decrease annual budget 593,333.30 and 166,000 baht, respectively. That is, they should control the budget 
within 2,906,666.70 (3,500,000- 593,333.30) and 1,834,000 (2,000,000-166,000), respectively. Similar reading can be 
done for other local governments listed in Table 4. 
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Table 4: Result of DEA analysis 

  

Slacks 

Local Government Efficiency  

Annual        
budget   

Staff Priority 
for 
Action 1 

Priority 
for 
Action 2 

Priority for 
Action 3 

Priority for 
Action 4 

Priority for 
Action 5 

DMU 1 0.8507 0 0 0 2.62 0 0.22 0 

DMU 2 0.3143 593,333.3 0 3.67 0 1.33 4.67 0 

DMU 3 1 0 0 0 0 0 0 0 

DUM 4 0.4821 166,000 0 0.71 3.14 2 5.86 0 

DMU 5 1 0 0 0 0 0 0 0 

DMU 6 0.3746 0 0 3.76 5.25 4 21.76 11.02 

DMU 7 0.6547 0 0 8.22 11.07 2 13.22 4.29 

DMU 8 1 0 0 0 0 0 0 0 

DUM 9 1 0 0 0 0 0 0 0 

DUM 10 0.5286 0 0 1.92 6.55 5.92 0 1.58 

DMU 11 0.7454 0 0 7.55 5.36 0 4.73 6.73 

DMU 12 1* 0 4 12 12 3 15 2 

DMU 13 0.3064 0 0 0.67 5.01 5.16 0 0 

DMU 14  0.7606 0 0 2.59 8.2 2 1.59 4.79 

DMU 15  1 0 0 0 0 0 0 0 

DMU 16 1 0 0 0 0 0 0 0 

DMU 17 0.2957 0 0 3.59 2.86 1.64 0 0 

DMU 18 1 0 0 0 0 0 0 0 

DMU 19 0.47039 0 0 4.03 4.97 5.22 23.79 0 

DMU 20 1 0 0 0 0 0 0 0 

DMU 21 1 0 0 0 0 0 0 0 

1* = weak efficient  
 
4. Conclusion  

 
This paper used a guideline of LGSAT and input-

oriented DEA to assess and benchmark the efficiency of 
local and city governments in PathumThani in building 
resilience to natural disasters. Nine DMUs are efficient 
and one DMU is weakly efficient. DEA slacks are target 
for weakly efficient and inefficient DMUs.  
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Abstract 

Small and medium enterprises (SMEs) are contributing more and more to Thailand’s economy. As a result, the Thai industry is 
increasing in energy intensity, mainly in the manufacturing sector due to outdated machines. Furthermore, studies have revealed that 
countries that do not belong to the Organization for Economic Corporation and Development (OECD) will continue to increase its 
energy consumption, as a consequence of their growing numbers of inhabitants as well as economy [2]. The purpose of this study is 
to assess energy efficiency of SMEs in the Thai automotive sector. Data has been obtained from GIZ Bangkok, which are 
implementing a Green Auto Project in which they consult SMEs in terms of greening activities. The contribution of this proposed 
study is the application of Data Envelopment Analysis (DEA) to the Thai automotive sector for SMEs to assess energy efficiency. 
The DEA model is input-oriented and variable-return to scale (VRS), i.e. that the amount of input should be reduced (energy 
consumption) and the output-level maintained. Given the data that includes the consumption of gross energy and electrical energy as 
well as the production volume, the efficient Decision Making Units (DMUs) will be reported. Furthermore, the results will reveal a 
slack analysis, indicating which input factor to reduce in order to maximize efficiency.  

Keywords: Automotive Sector, Data Envelopment Analysis, Energy Efficiency, Small and Medium Enterprises 
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1. Introduction 

The importance of green manufacturing is 
raising awareness in today’s global economy. 
Businesses are taking sustainable production and 
environmental activities as part of their corporate social 
responsibilities (CSR), as they have a huge impact on 
environmental changes  [9]. Not only are companies 
modifying single processes with respect to their CSR 
activities, but are involving the whole supply chain as 
well. The social and environmental aspects can be 
integrated into a company’s supply chain through inter-
organizational management [3]. This study focuses on 
small and medium enterprises (SMEs) in Thailand and 
aims to support the Green Auto Project of GIZ1 
(Deutsche Gesellschaft für internationale 
Zusammenarbeit) in Bangkok. The project aims to 
enhance sustainable production into the Thai 
automotive sector. Thailand’s SMEs have contributed 
36.6% of the overall gross domestic product (GDP) in 
2011 and thus, have a great impact on the economy. 
When looking at the size of enterprises it shall be 
demonstrated that small enterprises (SE) account more 
to the countries GDP than medium enterprises (ME). 
While the value of SEs was 24.5% of Thailand’s total 
GDP in 2011, MEs only contributed 12.1%. Another 
important finding that the Office of Small and Medium 
Enterprises Promotion (OSMEP) in Thailand made is 
that when considering the GDP structure, the 
agricultural sector contributed 13.3% while non-
agricultural sector constituted 86.7% of Thailand’s total 

                                                            
1 Engl: German International Corporation 

GDP in 2011. When breaking down the non-agricultural 
sector the manufacturing sector stands out with the most 
influential contribution to the economy with 34% of 
Thailand’s total GDP [6]. The purpose of this study is to 
assess and identify efficient SMEs, whose strategic 
approach can be implemented by those who did not 
perform well. It aims to motivate SMEs to participate in 
the Green Auto Project and inform them about the 
energy savings they can possibly achieve. The obtained 
results will provide information of SMEs relative 
performance within a peer group, which also aims to be 
a foundation for establishing policy recommendations in 
order to increase energy efficiency. Because Thailand is 
an emerging manufacturing country and has high-
energy consumption, it has a huge potential of 
decreasing energy consumption by adapting new 
strategies and regulations. The Thai Government has 
been trying to reduce energy consumption by 
introducing laws and regulations. The under the Thai 
Energy Conservation and Promotion Act 1992 
developed Energy Conservation Fund (ENCON Fund) 
has been a supportive financial act for developing 
energy efficiency (EE) and renewable energy (RE). This 
aid is controlled by the baseline of the governments 
conservation plan [11]. However, although the Thai 
government has established several EE and RE projects, 
the energy consumption has not changed much from the 
year 2000 onwards. As a result, the Thai government 
has developed a 20-Year National Energy Efficiency 
Development Plan that ensures to reduce energy 
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intensity by 25% likened with levels of 2005 by 2030 
[5]. 

2. Methodology 

 

2.1 Data Preparation 

A total number of 16 SMEs have been provided 
and grouped according to commonality of data. Thus, 
the SMEs have been grouped into 3 peer groups with 
respect to the same units of outputs. The data set 
includes 2 inputs (electrical and gross energy 
consumption) and one output (the end products). The 
SMEs in a peer group produce various and different 
types of automotive parts, as one product might require 
more energy than another, thus the data is rather 
heterogeneous. This is a problem because DEA assumes 
homogeneity of data. Even though DEA is capable of 
handling multiple inputs and outputs, the 
standardization of data is recommended for the purpose 
of this study. The statistical approach of 
standardization, namely z-standardization will be 
applied and the transformed data known as z-scores 
used for the DEA application [7]. Prior to the 
explanation of the standardization process, the 
following variables shall be defined:  

𝑋𝑖𝑗: 𝑡ℎ𝑒 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑎𝑛 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑗 𝑓𝑜𝑟 𝐷𝑀𝑈 𝑖 

𝑋̅𝑗: 𝑡ℎ𝑒 𝑚𝑒𝑎𝑛 𝑓𝑜𝑟 𝑎𝑛 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑗 𝑎𝑐𝑟𝑜𝑠𝑠 𝑎𝑙𝑙 𝑖 𝐷𝑀𝑈𝑠 

𝜎𝑗: 𝑡ℎ𝑒 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓𝑎𝑛 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 

 𝑓𝑜𝑟 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑗 

𝑍𝑖𝑗: 𝑡ℎ𝑒 𝑧 𝑠𝑐𝑜𝑟𝑒𝑠 (𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑜𝑛𝑠 

𝐷𝑀𝑈 𝑖 𝑖𝑠 𝑎𝑏𝑜𝑣𝑒 𝑜𝑟 𝑏𝑒𝑙𝑜𝑤 𝑡ℎ𝑒 𝑚𝑒𝑎𝑛 𝑓𝑜𝑟 𝑎𝑛 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑗) 

The z-scores can be computed by applying the 
following formula: 

𝑍𝑖𝑗:
(𝑋𝑖𝑗−𝑋̅𝑗)

𝜎𝑗
        (1) 

A z-score is a standardized value and indicates 
how many standard deviation units and in which 
direction (sign) a value deviates from the mean of its 
sample. Through the transformation the values of a 
distribution with different means and variations are 
made comparable with regard to its relative deviation 
from its mean. Note that the z-standardization does not 
change the form of a distribution. The sum of all z-
scores of an attribute j equals 0, implying that there are 
negative z-scores as well. The standard deviation of a 
sample is always 1 and the mean 0 [10]. However, one 
must bear in mind that the DEA software is not capable 
of assessing negative data. Thus, the application of 
negative z-scores is not feasible. To circumvent this 
problem, a random variable R will be added to the z-
scores of an attribute j, so that all the z-scores become 
positive. This procedure is based on the study of Powers 
and McMullen (2002), where the absolute value of the 
minimum z-score has been added to each z-score of an 

attribute. The mean of an attribute is then relocated 
from 0 to the random variable R, however, the standard 
deviation remains 1.  

The table below illustrates the z-scores for all 
the peer groups that will be used for DEA application. It 
shall again be mentioned that the indicated random x-
values have been added to the computed z-scores in 
order to overcome negativity. 

Table 1: Standardized data 

Peer Group 1 

DMUs Electricity 
(kw/year) 

Gross Energy 
(MJ/year) 

Products 
in Kg 

DMU1 1 1 0,22 

DMU2 1 1 0,37 

DMU3  3 3 2,41 

X-Value 2 2 1 

Peer Group 2 

DMUs Electricity 
(kw/year) 

Gross Energy 
(MJ/year) 

Products 
in pieces 

DMU1 3 1 2 

DMU2 3 4 2 

DMU3 2 2 1 

DMU4  2 2 1 

DMU5 1 1 5 

DMU6 4 4 2 

DMU7  2 2 1 

DMU8 1 1 1 

DMU9 1 1 2 

X-Value 2 2 2 

Peer Group 3 

DMUs Electricity 
(kw/year) 

Gross Energy 
(MJ/year) 

Products 
in tons 

DMU1 1,064 0,752 1,22 

DMU2 0,079 0,433 3,532 

DMU3 2,245 2,981 1,223 

DMU4  2,612 1,834 1,222 

X-Value 1,5 1,5 1,8 

The numbers in the table imply that for example 
DMU1 in peer group 1 needs one unit of electrical 
energy and one unit of gross energy to produce 0.22 
products. The same interpretation applies for the 
remaining DMUs in the above table. 

 

2.2 Data Envelopment Analysis 

 DEA is a data-oriented analysis tool that 
assesses the performance of a particular number of peer 
entities, also known as Decision Making Units (DMUs), 
which transfer multiple inputs into multiple outputs. 
The DMUs used for DEA are diverse and flexible. 
Examples for DMUs are hospitals, banks, and 
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organizations or simply processes, regions etc. One 
crucial function of DEA is that it does not require much 
internal information and assumptions; it simply 
considers internal information as a “black box”. Solely 
the multiple inputs and multiple outputs of DMUs are of 
relevance for the analysis tool [12].  

Farrell first developed DEA in 1957 and has 
developed the efficiency frontier. Subsequently, 
Charnes, Cooper and Rhodes (1978) enhanced this 
method by developing a nonparametric analysis in using 
efficiency assessment. DEA functions by using a linear 
programming methodology that converts inputs into 
outputs produced. DEA identifies a frontier (best 
practice) and compares the relative performance of 
organizations or units to the best practice. The range of 
efficiency is between 0 and 1, in which 1 is the most 
efficient unit/organization and 0 the least [4]. There are 
two major types of DEA; which can be either input- or 
output-oriented. The input-oriented model refers to the 
minimization of the objective function, i.e. the objective 
is to minimize the amount of input, while maintaining 
the same amount of output. Similarly, the output-
oriented model considers the maximization of the 
problem. The objective is to maximize the amount of 
output with the same level of input [1]. DEA can also be 
differentiated according to its condition, which can be a 
constant or variable-return-to-scale, (CRS) and (VRS). 
The CRS model implies that the output level is 
proportional to the input level, while the VRS model 
supposes that the output level is higher or less than the 
increased input [4]. The method applied for this 
research is an input-oriented VRS envelopment model. 
Thus, the linear programming formulation of the model 
is as follows:  

Let 𝜃∗be the efficiency: 

𝜃∗ = 𝑚𝑖𝑛𝜃 

Subject to the following constraints: 

Σ𝑗=1 
𝑛 𝜆𝑗𝑥𝑖𝑗 ≤  𝜃𝑥𝑖𝑜 i=1,2,...m;    (2) 

Σ𝑗=1
𝑛 𝜆𝑗𝑦𝑟𝑗 ≥ 𝑦𝑟𝑜  r=1,2,…s;    (3)   

Σ𝑗=1
𝑛 𝜆𝑗 = 1         (4)  

𝜆𝑗 ≥ 0     j=1,2,…n.    (5)  

 Here, DMUo stands for one out of n DMUs 
that will be assessed and 𝑥𝑖𝑜  and 𝑦𝑟𝑜 represent the ith 
input and rth output for DMUo. If 𝜃∗ - which indicates 
the efficiency score - equals 1 then the input can no 
further be reduced, as DMUo is already on the frontier. 
Thus, if 𝜃∗ < 1 then the efficiency frontier is above 
DMUo and DMUo can be pushed towards the frontier 
[12].  

The individual reduction of input or output 
(depending on the model orientation) in order to reach 
the efficient frontier is known as DEA slack. Apart from 
the basic DEA envelopment model, DEA is mostly used 
as a 2-stage procedure as it first analyzes the efficiency 
scores and the slacks in the second stage. Hereby, the 
efficiency is first computed by ignoring the slacks and 
in the second stage the efficiency rate is fixed and the 
slacks calculated. The slack models can be designed on 
the basis or extended to the efficiency model, which are 
the following in particular: 

𝑚𝑎𝑥Σ𝑖=1
𝑚 𝑠𝑖

− + Σ𝑟=1
𝑠 𝑠𝑟

+      (6)  

Subject to: 

Σ𝑗=1
𝑛 𝜆𝑗𝑥𝑖𝑗 + 𝑠𝑖

− = 𝑥𝑖𝑜  i= 1, 2,…,m  (7)  

Σ𝑗=1
𝑛 𝜆𝑗𝑦𝑟𝑗 − 𝑠𝑖

+ = 𝜃∗𝑦𝑟𝑜  r= 1, 2,…,s  (8)  

Σ𝑗=1
𝑛 𝜆𝑗 = 1 and          (9)  

𝜆𝑗 ≥ 0       j= 1, 2,…, n   (10)  

Here, 𝑠𝑡
− and 𝑠𝑟

+ stand for input and output slack, as 
input needs to be reduced (-) and output be increased 
(+) to become more efficient. It should be noted that a 
DMU is fully efficient if and only if 𝜃∗ = 1 𝑎𝑛𝑑 𝑠𝑡

− =
 𝑠𝑟

+ = 0 [12]. Should the efficiency score be 1 and the 
slacks ≠ 0, the DMUs are considered as weakly 
efficient. Weakly efficient units will still be considered 
as efficient, however, when calculating the slacks, i.e. in 
stage two, weakly DMUs will not be included in the 
reference set as a benchmarking unit to other DMUs [8]. 
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3. Results 

The table below indicates the results obtained with 
the DEA approach. 

 
Table 2: DEA results 

Peer Group 1 

DMUs Efficiency  
Score  

Reference 
Set 

DMU1 1 Weakly efficient 1 (DMU2) 

DMU2 1 Efficient - 

DMU3  1 Efficient - 

Peer Group 2 

DMUs Efficiency 
Score  Reference 

Set 
DMU1 1 Weakly efficient 1 (DMU5) 

DMU2 0,33 Inefficient 1 (DMU5) 

DMU3 0,5 Inefficient 1 (DMU5) 

DMU4  0,5 Inefficient 1 (DMU5) 

DMU5 1 Efficient - 

DMU6 0,25 Inefficient 1 (DMU5) 

DMU7  0,5 Inefficient 1 (DMU5) 

DMU8 1 Weakly efficient 1 (DMU5) 

DMU9 1 Weakly efficient 1 (DMU5) 

Peer Group 3 

DMUs Efficiency 
Score  Reference 

Set 
DMU1 0,57 Inefficient 1 (DMU2) 

DMU2 1 Efficient - 

DMU3 0,14 Inefficient 1 (DMU2) 

DMU4  0,23 Inefficient 1 (DMU2) 
 

Out of the 3 DMUs in peer group 1, DEA 
identified 2 DMUs as efficient. DMU1 has an efficiency 
score of 1 and is weakly efficient. Recalling from the 
previous chapter a DMU is fully efficient, only and only 
if the efficiency score equals 1 and slacks equal zero. 
Because DMU2 uses less inputs and produces more 
output than DMU1, DEA indicates that DMU1 has the 
potential to either decrease its input by producing the 
same output or remain its input level and producing 
more output. In other words, DMU1 has found to be 
weakly efficient in comparison to DMU2, which is why 
it is being referred to in the reference set by 100%. The 
second peer group has also 1 efficient DMU, namely 
DMU5. DMU1, 8 and 9 are only weakly efficient, due 
to the fact that the slacks are non-zero. The remaining 
DMUs are relatively inefficient and are referred to 
DMU5 for improvement. As DMU5 is identified as 
relatively efficient, it will not be compared to any other 
DMU within the peer group and is its own reference. 
The computed weights in the column of the reference 
set indicated in the above table are assigned to each 
reference set member in order to calculate the efficiency 
rating. In other words, it reveals information for weakly 

efficient or inefficient DMUs about how much weight 
of which reference set member to apply in order to 
move towards the efficient frontier. In this case, only 
one efficient DMU has been identified per peer group, 
which is why a full weight of 100% is assigned to the 
best practice in the reference set. If there would be more 
than one efficient DMU, then DEA would compute 
every possible combination of weights to make the 
weakly efficient or inefficient DMU move towards the 
efficient frontier. Hence, the weakly and inefficient 
DMU are suggested to apply 100% of the input and 
output combination the best-practice DMU is using. 

With regards to the slacks, DEA provides 
recommendation with respect to the computed weights 
in the reference set. Looking into peer group 1, DMU1 
has the potential to increase its products because it uses 
more input to produce less output compared to DMU2. 
But because the objective is to minimize input, in this 
case energy consumption, it is advised to decrease the 
input and maintain the level of output. As for peer 
group 2 the weakly efficient and inefficient DMUs are 
fully benchmarked to DMU5. DEA computed slack 
adaption for DMU1, which should decrease the 
electrical energy consumption and for DMU2 to reduce 
the gross energy level towards the level of DMU5. The 
remaining DMUs have the potential to increase their 
products, but the reduction of input should preferably be 
targeted. For peer group 3, DMU1, 3 and 4 are fully 
benchmarked to DMU2. Thus, the reduction of 
electrical energy to the amount of DMU2 is 
recommended. 

 
3. Conclusion 

This paper assessed the energy efficiency of 
SMEs in the Thai automotive sector. The relative 
performance of SMEs in terms of energy efficiency has 
been analysed. 4 DMUs out of 16 DMUs are identified 
as energy efficient. Furthermore, 4 DMUs are identified 
as weakly efficient and 8 as inefficient. The findings 
highlight the value of benchmarking as a foundation for 
improvement opportunities in energy savings and the 
demonstration of energy consumption of SMEs in the 
Thai automotive sector. Additionally, results have 
indicated that some SMEs are able to use less energy 
consumption to produce more goods than others. Hence, 
results suggest that with respect to the GIZ project the 
reason of inefficiency should be further investigated. 
The value added to the SMEs is the target-oriented 
slack recommendation that gives flexibility on selecting 
actions to reduce energy consumption. 

The results are of high importance because 
Thailand as one of the manufacturing countries in the 
world needs to further address the issue of energy 
efficiency as it has a huge potential in improving it. It is 
important that the energy-intensive sectors consider the 
high influence an efficient energy consumption can 
make and conduct arrangements that lead to a 
productive way of managing energy efficiency. The 
information obtained from the benchmarking results can 
be used to improve the relative performance of 
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individual SMEs. Energy has a great impact on the 
economical performance of an organization. Improving 
energy efficiency reflects a great opportunity to save 
economic resources, improve production processes 
while also having a positive impact on the environment. 
Especially SMEs in Thailand that contribute a lot into 
the Thai GDP as pointed out in the introduction have a 
huge potential in enhancing energy efficiency, as it is 
often the case that out-dated machinery is used, 
awareness is missing or financial measures are 
unavailable.  

For this to be implemented, awareness of the 
latest technology should be demonstrated. Other actions 
include the substitution of inefficient lightings and air 
conditioners to more efficient ones, the application of 
efficient appliances such as Minimum Energy 
Performance Standards or with efficiency labelling’s. 
Lights and equipment’s should be turned off when not 
in use and if financial resources allow it, investments in 
photovoltaic solar systems are recommended. The 
National 20-year Energy Efficiency Development Plan 
(EEDP) developed by the Thai Ministry of Energy 
targets the transportation and industrial sector. The goal 
is to reduce energy intensity by 25% in 2030, compared 
to the level of 2005. The EEDP has developed rules and 
regulations as well as provided subsidies that will help 
achieve energy efficiency. The rules and regulations 
involve the establishment of Minimum Energy 
Performance Standards (MEPS) and the labelling’s of 
energy efficiency on appliances. The subsidies include a 
Standard Offer Program (SOP) or the approval of 
funding’s for the achieved energy savings [5]. The 
policy recommendations address the issue of improving 
energy efficiency. The study has provided information 
on the performance and identification of a particular 
peer group within the Thai automotive sector that need 
to adapt the above-mentioned policy recommendations 
for efficiency maximization.  
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Abstract 

In today’s increasing competitive environment and pursuant to the envisioned reform in statistics education, 
this study assessed the status of the Bachelor of Science in Statistics graduates’ at Eastern Visayas State 
University, Tacloban City, Philippines for appropriate policy redirection and curriculum improvement aligned 
with the regional, national and global developmental goals. Based on the principles of evaluation, it describes the 
employment profile and other factors of the graduates. It has been more than 20-years now since its first 
implementation that the university has produced 281 graduates and it is expected that these graduates must have 
brought with them the zeal of excellence and competence as statisticians imbued with positive values that could be 
an instrument of change towards human development and progress. However, some of the graduates are 
employed, under-employed and there are still who are unemployed. Graduates were employed as statistical 
analyst, enumerators, researchers, and in office works. The authors find that there is a need to heighten the 
employability of the of the graduates in line with their specialization immediately after graduation as there are 
more opportunities in the international and local arena of public and private statistical agencies.     
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1. Introduction 

Tracer study serves an important tool to measure the 
relevance of educational programs. As such many 
schools all over the world mandate such study for 
closely monitoring employment status of their 
graduates.  

The importance of statistics education is highly 
recognized as a means towards empowering citizens. In 
the Philippines, among the disciplines highly 
recognized as a program is statistics.  Many institutions 
have developed major programs in statistics and so 
more universities in the Philippines are now offering a 
degree program in statistics.   

Bersales [1,2] reported that by 2006, there were 19 
colleges and universities nationwide offering statistics 
degree program in the tertiary level.  With the 
proliferation of state universities and colleges, the 
presence of academic institutions offering statistics is 
already nationwide.   

The memorandum dated June 10, 2011 issued by the 
Commission on Higher education (CHED) on the 
“Positive Lists of Higher Education Institutions (HEIs) 
Offering Programs/Courses with Recognition/Permits, 
disclosed that about 20 state universities and colleges 
have offer the BS Statistics Program throughout the 
country. One of these state universities and colleges 

offering the BS Statistics Program is the Eastern 
Visayas State University in Tacloban City, Leyte, 
Philippines, the second university in Leyte to offer a 
curriculum leading to the B.S. degree in statistics. 

The BS Statistics program began with the 
establishments of the College of Arts and Sciences 
under the Mathematics and Statistics Department, 
effective first semester of school year 1993 - 1994 
under the Board Resolution No. 34 s. 1993 [3]. Its 
mission endeavor to prepares the students for a more 
rewarding career in statistics, technically equipped and 
imbued with intellectual honestly considered vital in 
decision making and in other fields of endeavor. 
 Equally important, the program goals primarily are 
the following: (a) satisfy the special demand of 
research, government & private offices for highly 
trained graduates in the field of applied statistics, (b) to 
produce graduates who are technically qualified to 
select and gather data and make an in-depth statistical 
analysis, (c) establish the Eastern Visayas State 
University as a center of excellence of BS Statistics 
program in the region. Basically, career prospect for BS 
Statistics graduates ranging from statistician, teaching, 
data analysis in industries, government agencies, 
research assistants, enumerators/encoders and office 
works 
 Along this vein, it is surmised that one way to assess 
the status of the program is by asking the graduates’ 
perceptions and experiences on the value of their 
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education. As such, this paper discusses the current 
status of the program’s graduates as inputs in assessing 
and enhancing program quality. 

 
2. Research Methodology 

This tracer study utilized descriptive method of 
research using the standard survey questionnaires as the 
basic instrument in gathering the data. 

 
2.1 The Study Population 

Table I presents the total number of graduates and 
study population. During the 18 years of existence as a 
program from 1997 – 2014, 281 BS Statistics graduates 
have been produced already. In the study, 208 
graduates, representing 74% of the population were 
considered as respondents due to accessibility. 

Most of the respondents in this study belong to class 
2010 and 2006 where the biggest number of graduates 
was pegged at 30 and 24, respectively. It could be 
implied that the total number of graduates of this 
program has been low. Simply put, only few can make 
to senior years and graduate in this program. However, 
this is a common observation among BS Statistics 
programs nationwide [4,5,6].  Few graduates in the 
program may create an impression that the program 
produces very good students since only few can survive. 

 
Table 1. Total Graduates and Study Population 

Alumni Class 
No. of Graduates by Sex 

Total 
MALE FEMALE 

1997 3 8 11 
1998 3 12 15 
1999 5 12 17 
2000 5 5 10 
2001 6 8 14 
2002 3 4 7 
2003 1 7 8 
2004 8 13 21 
2005 5 9 14 
2006 10 14 24 
2007 5 11 16 
2008 4 10 14 
2009 3 7 10 
2010 6 24 30 
2011 3 14 17 
2012 2 16 18 
2013 4 12 16 
2014 5 14 19 

Total Graduates 81 200 281 

Study Population 49 159 208 

 

 

2.2 The Research Instrument 

The standard CHED questionnaire adopted in 
gathering the needed data. The research instrument 
focused on the graduates’ profile, present employment 
and the relevance of general and professional subjects.   

  

2.3 Data Collection 

Data on graduates were taken from the EVSU 
Registrar’s Office.  Based on the graduate addresses, the 

researchers sent questionnaires for them to fill out.  
However, with the aid of electronic devices such as 
internet connection the researchers were able to reach 
the respondents especially those employed and living 
outside the city. Answered questionnaires were 
retrieved through facebook and emails. Respondents 
that were accessible within the Region were reached 
through personal meeting, mails and phone interview.   

 
2.4 Data Processing and Analysis 

Since the study is based on the survey questionnaire, 
quantitative data such as the numerical descriptive 
measures such as frequency and percentages were used 
in the study. 

 

3. Research Results and Discussion 

3.1 Graduates Profile Variables 

The survey elicited the graduates’ age, sex, civil 
status, and highest educational attainment comprises the 
respondents’ personal background. Their reasons for 
enrolling BS Statistics and professional development 
were also surveyed in order to get a broader picture of 
the graduates’ profile variables. 

 

3.1.1 Personal Background of Graduates 

Age. As seen in Table 2, most of the respondents 
engaged in this study are very young (below 25 years 
old) comprising 65 or 31.3% of the graduates, young 
(25-29 years old) comprising 61 or 29.3%, the early 
middle age of 30-34 years old comprising 53 or 25.5%, 
and 35 and above regarded as middle age comprising 29 
or 13.9% of the graduates. It can be implied from the 
study that most of the graduates who responded are very 
young. Further, these are the respondents who are 
reachable as some of the respondents pursue graduate 
studies while some are working in Region VIII, Samar 
and Leyte, Philippines.   
 Sex. It can be gleaned that most of the graduates 
who responded were females (159 or 76.4%) while less 
than one-third of the female totality were male (49 or 
23.6%). This evidence suggests that the number of 
graduates was dominated by females.      
 Civil Status. It can be noted that 96 (71.10%) 
graduates were still singles and 39 (28.89%) were 
already married.    
 Educational Attainment. Majority of the graduates 
were bachelor’s degree holders without masters units 
comprising 77.4% or 161 graduates, 15.4% or 32 
graduates earned units towards a master’s degree while 
7.2% or 15 graduates were master’s degree holders. 
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Table 2. Distribution of Graduates Profile Variables 
PERSONAL BACKGROUND (n = 208) f % 

Age    

    35 and above (middle age) 
         30-34 (early middle age) 
         25-29 (young) 
         Below 25 (very young) 

 
29 
53 
61 
65 

 
13.9% 
25.5% 
29.3% 
31.3% 

Sex     
    Male 
         Female 

 
49 

159 

 
23.6% 
76.4% 

Civil Status  

    Single 

         Married 

 
131 
77 

 
63% 
37% 

Educational Attainment 

     Masters Degree 
     BS with MS / MA units 
     BS Statistics 

 

15 
32 

161 

 
7.2% 

15.4% 
77.4% 

  

3.1.2 Reasons for Enrolling BS Statistics  

 While it is true that there is a high demand for 
statistics [7] statistics is not a popular course with many 
students [8], the results as presented in Table 3 using a 
list of 14 possible reasons, the graduates were asked to 
select multiple reasons that best explained their pursuit 
of BS Statistics. The top three main reasons of the 
graduates for pursuing the degree was “Affordable for 
the Family”, second with tied ranks were “Influence of 
Parents / Relatives” and Prospect for Employment”. On 
the one hand, these are the respondents’ most ticked 
reasons in the survey and on the other hand, the least 
frequently cited reasons are peer influence and prospect 
for career advancement.   
 

Table 3. Reasons for Enrolling BS Statistics 
Reasons for Enrolling BS Statistics % Rank 

High Grades Related to the Course 
Good Grades in High School 
Influence of Parents / Relatives 
Peer Influence 
Inspired by Role Model 
Strong Passion for the Profession 
Prospect for Immediate Employment 
Status or Prestige of the Profession 
Availability of Course Offering in  Chosen 
 Institution 
Prospect of Career Advancement 
Affordable for the Family 
Prospect of Attractive Compensation 
Opportunity for Employment  Abroad 
No Particular Choice of No Better  Idea  

5.7% 
7.4% 
9.9% 
4.6% 
8.2% 
6.7% 
9.9% 
5.3% 
7.6% 

 
4.6% 

10.7% 
6.1% 
6.1% 
7.2% 

11 
6 

2.5 
13.5 

4 
8 

2.5 
12 
5 
 

13.5 
1 

9.5 
9.5 
7 

 
 3.1.3 Professional Development of Graduates 

 Figure 1 presents the professional development of 
graduates in terms of advanced studies (27.9%) and 
training programs (30.3%). However, 41.8% of the 
graduates did not pursue for professional development. 
The findings serve as an input that having a 
baccalaureate degree alone is not enough, one must earn 
a higher degree and update oneself of the most recent 
developments in order to be competitive and at par with 
others, and hence several challenges on teaching 
statistics are faced in the educational system, not only in 
the Philippines but also in other country [9,10].   

 
Figure 1. Professional Development of Graduates 

 
 

3.2 Employment Profile of Graduates 

 In this section, the status of the graduates in terms of 
employment is presented. 

  

3.2.1 Reasons for Unemployment 

Figure 2 presents the reasons for unemployment of 
the graduates. The most numbered reasons for 
unemployment was lack of experience (32.2%), second 
was no job opportunity (25.0%), next in rank was did 
not look for a job (22.6%) and the last ranked was 
family concern (20.2%). 

This implies that those graduates did not look for a 
job, instead pursue their graduate studies. Moreover, 
unemployed graduates specifically for female decided 
to prioritize their family concern rather than pursue their 
career. 

 
 

 
Figure 2. Reasons for Unemployment 

 
3.2.2 Present Occupation 

 It could be gleaned from Figure 3 that out of 208 
graduates, 41% graduates were employed as 
statisticians and 59% graduates as non-statisticians. 
Further, statistically related jobs at present for graduates 
dwell along statistician aide, statistical analysts, 
research assistants and enumerators.  
 On the other hand, non-statisticians’ job ranges from 
being clerk, businessman, police officer and secondary 
teacher.  Some respondents completed a second course 
in law, nursing, and theology. For the time being, these 
graduates are already full-fledged attorney, nurse, and 
priest.   
 It could be implied from this study that there is a 
need to increase the employability of the graduates as 
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statisticians immediately after graduation as there are 
more opportunities that exists within public and private 
sectors. 
 

 
Figure 3. Distribution of Present Occupation by Type of Work 
 

 
3.2.3 Present Employment Status 

 It could be gleaned from Figure 4 that most of the 
respondents were employed as permanent (36.1%). This 
implies that the graduates were employed right after 
graduation. Further, it has been the observation of the 
department that most students before they graduate have 
already eligibility because of the career sub-professional 
and professional examination they pass; employed with 
temporary such reached 26.4% and respondents with 
contractual and other status have a percentage of 22.6% 
and others 14.9%, respectively.    
 

 
Figure 4. Present Employment Status 

 

 

3.2.4 Place of Work 

 Gleaned from Figure 5, there are more opportunities 
for working locally which comprises 84% of the 
graduates while 16% of the graduates were working 
abroad. The findings revealed that it is more convenient 
to find work here that abroad in the sense that the 
processing fees for working abroad is very expensive 
aside from being far from family and relatives.   

 
Figure 5. Place of Work of the Graduates 

 

 

3.2.5 Duration of First Employment 

Figure 6 shows that majority of the graduates 
obtained their first job after completing the degree is 
“years” (50%). These graduates are most likely to be 
employed outside the region of Tacloban City. The next 
highest length of time up to the first job is “months” 
(35%). This finding coincides with their own self-
categorization in number of months in the company.  

It is over emphasized in this study that there are few 
graduates who obtained their first job in “days” with 
(15%). This observation in the Mathematics and 
Statistics department is manifested by the fourth-year 
students who are already working in the statistical 
agency while in the process of completing their degree.  

As deduced, the main factor that facilitated in the 
short-period of getting the job in the company is the 
college preparation in the sense that almost every 
government agency uses statistically related works for 
various projects and research. Secondary to this is the 
eligibility. This implies that right after graduation, these 
graduates were able to get an employment.   

   

 
Figure 6. Duration of Employment by Length of Time 
 

3.2.9 Salary 

Majority (28.2%) of respondents who work as 
temporary were given salary ranging between Php5,000 
and Php10,999.  Graduates who have been employed as 
regular received the highest salary range (23.7%) those 
with Php21,000 above while the lowest salary range 
below Php5,000 were earned by those working as 
casual and self-employed. This distribution of salaries 
appears in Figure 7.  
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Figure 7. Distribution of Salary Ranges 

 

3.3 Factors in Decision Making of the Graduates in 

  Relation to their Acceptance of the Job 

Figure 8 shows the factors in decision making of 
graduates related to the acceptance of their job.  It 
reflects the factors in terms of salary, geographic 
location, opportunity for further training, interpersonal 
relation at work, physical conditions of workplace, 
work-suitability to trainings, and opportunity for 
advancements. Based on the findings, all factors are 
indispensable major decisions of the graduates. Of the 
utmost importance, it can be inferred in the results that 
about 73.3% graduates considered “salary” as very 
important or the top priority in the acceptability of the 
job. High salaries and compensation are most likely the 
reasons that attract graduates as their skills are 
specialized, conversely compensation package is one of 
the extrinsic motivation. Equally very important factor 
is “opportunity for advancements” with 60.8%. It could 
be implied from this finding that graduates feel that they 
are highly motivated about their own professional 
development and promotional opportunities.  

 

 
Figure 8. Factors in Decision Making of the Graduates in 

 Relation to their Acceptance of the Job 

 
Deemed necessary, the third factor is the physical 

conditions of workplace with 60%. The workplace 
environment plays a crucial role for graduates for 
accepting and/or keeping the jobs. Further, workplace 
satisfaction has been associated with job satisfaction. 
Beaconed on a widely accepted assumption the 
interpersonal relation at work motivates graduates to  
become productive in their workplace. Furthermore, 
interpersonal role is very important to encourage 
positive relations and increase self-confidence of the 
graduates. Thus, 59.3% graduates strongly agree that 

relations with peers and superiors at the workplace 
affect their performance.  

Also important and essential factor is the 
opportunity for further training when it comes to 
accepting the job as reflected by 57.0% graduates. It 
cannot be denied that graduates also contemplate on 
how to broaden their skills. Necessitous is the suitability 
of work to trainings with a general agreement among 
54.8% graduates. Many graduates feel that the 
acceptance of the job is suitable for training related to 
their work. Lastly, in determining the job there was a 
common agreement among 44.4% graduates that 
geographic location is the least priority. 

 

3.4 Job Satisfaction  
 Figure 9 shows the graduates job satisfaction in their 
present job. Many experts believe that job satisfaction 
can influence work productivity and is considered as a 
strong predictor of individual well-being. Every job is 
an instance of employment relationship, a substantive or 
implied ability to work for rewards both for material 
and recognition.  

It could be further revealed that there is consensus 
among graduates that they are contented in their present 
job in terms of the following: opportunity for 
advancements with 43.7%; physical conditions of 
workplace with 43.0%; the salary and geographic 
location have an equal percentage of  42.2%. The 
finding strongly suggests that graduates experience a 
high level of satisfaction about their jobs and different 
aspects of their jobs. It could goes to show that 
graduates’ jobs are fulfilled in their current situation. 
 

 
Figure 9. Job Satisfaction in their Present Job 

 
On the other hand, secondary to the aforecited 

perceptions, graduates were satisfied in their present job 
in terms of opportunity for further training with 44.4%, 
interpersonal relation at work with 43.7%, and work-
suitability to trainings with a frequency of 43.0%. It can 
be said also that these factors are composite measure of 
overall job satisfaction.   
 
 3.5 Extent of Relevance of Statistics Curriculum 

 Table 3 presents the mean rating on the extent of 
relevance of the curriculum. Graduates felt that the 
curriculum is “relevant”. The highest mean score was 
the on-the-job training with 75.3x  . This further 
implies that OJT is considered relevant as first-hand 
experience in preparation to their future work. 

23.7%

11.1%

17.8%

28.2%

19.2%

Php21,000 above

Php16,000 – Php20,999

Php11,000 – Php15,999

Php5,000 – Php10,999

Below Php5,000
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  Secondary to OJT being considered also as 
“relevant” is the professional education with 72.3x  . 
The result serves as an input to revisit the curriculum. 
Lastly, the general education subjects with 13.3x   
interpreted as “fairly relevant”. 
 On the basis of the results, there is a need to come 
up with a development improvement plan for the 
program in order to achieve the quality of statistics 
education.  
  

Table 3. Extent of Relevance of Statistics Curriculum 

Learning Areas Mean Rank Description 

General Education  3.13 3 Fairly Relevant 
Professional Education 3.72 2 Relevant 

OJT 3.75 1 Relevant 
Overall Mean 3.53               Relevant 

  

 
4. Conclusions 

 This tracer study utilizes 208 out of 281 graduates 
from 1997 – 2014. It could be deemed that majority of 
the students are young, female, single, and with regards 
to the educational attainment, most of the graduates are 
still Bachelor’s degree holder, thus, further implies that 
based on the findings most graduates have no 
professional development and lack of work experience.    

The number of graduates in the program has been 
low and majority of the respondents refer the course BS 
Statistics because it was affordable for the family. The 
present employment statuses of the graduates for the 
non-statisticians are temporary, contractual, and others 
having salary ranges from Php5,000 – Php10,999.  Most 
of the graduates’ statisticians are regular employee 
employed locally. It is overemphasized in this study that 
there is a need to conduct a continuous comprehensive 
reviews and assessment for program improvement.  

Consequently, as corroborated, BS Statistics is one 
of the fully recognized programs in the pure science 
stream which immense contribution in propelling 
sustainable development is acknowledged. In today’s 
rapid changes and emergent reforms in statistics 
education, it is quintessential for any higher education 
institution to do a tracer study. Hence, the results of the 
study would serve as an input to the researcher of 
formulating a development improvement plan for the 
program.  The findings of the study will also serve as a 
useful reference for policy makers, practitioners, and 
professionals in planning appropriate actions and 
decisions. 
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Abstract 

The study assessed the mathematical competence of the Pre-Service Teacher Education Students in SUCs in Region 8 
during the first semester of the school year 2012-2013, in terms of PSTE’s conceptual and procedural skills in mathematics. 
The study used the descriptive-comparative-correlational method utilizing a researcher-structured inventory test to elicit the 
pertinent data needed. The study identified the level of conceptual and procedural skills of the PSTE students, the difference 
in the conceptual skills and the difference in procedural skills among the PSTE students in the different SUCs in Region 8. It 
also determined whether a significant relationship exists between conceptual and procedural skills of the PSTE students. An 
intervention scheme is designed to enhance and produce highly competent education graduates. Conclusions: The level of 
conceptual skills of the PSTE students is satisfactory, the procedural skills is fair. The level of conceptual skills among the 
PSTE students is significantly different; likewise, the level of procedural skills. A significant relationship exists between the 
conceptual and procedural skills of the PSTE students. Recommendations offered: A rigid screening for admission to the 
College of Education for the mathematics major must be observed. The teacher should implement a variety of learning 
styles throughout the course to maximize the students’ potentials. The DOST, CHED, and the university should offer 
scholarships to attract highly intelligent students to enroll. The PSTE students should be given opportunities to attend pre-
service workshops and seminars on mathematical competencies in all levels. The inventory test should be given before the 
semester starts. 
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1. Introduction 

 Quality pre-service teacher education is a key 
factor in quality education. In the Philippines, the 
pre-service preparation of teachersfor the primary 
and secondary educational sectors is a very important 
function and responsibility that has been assigned to 
higher education institutions. All efforts to improve 
the quality of education in the Philippines are 
dependent on the services of teachers who are 
adequately prepared to undertake the various 
important roles and functions of teachers. It is 
therefore of utmost importance that the highest 
standards be set in defining the objectives, 
components, and processes of the pre-service teacher 
education curriculum (Art.1, Sec. 1 CMO No. 30 
s.2004).  

The curriculum of the teacher education program 
emphasizes the interweaving of foundational general 
education knowledge and skills, theoretical knowledge 
about teaching and learning, methodological skills, 
experiential knowledge in the various 
learningexperiences in the curriculum.  

 
1.1 Background of the Study 

The results of the of the Trends in Mathematics 
and Science Study (TIMSS, 2003) show that the 
National Mathematics and Science mean scores 

in1999 and 2003 are very much lower than the 
international mean score (United Nations Population 
Division and Statistics Division, 2010).  
Another study conducted by Razona (2006) as cited by 
Pagaduan that pre-service preparation of teachers 
should be upgraded to include mastery of subject 
matter, content, methodology, teacher’s competence, 
communication skills, values and professional skills. 
The bold step taken for the improvement of teaching 
profession came in the form of Republic Act No. 
7836, an Act to Strengthen the Regulation and 
Supervision of the Practice Teaching in the Philippines 
and Prescribing a Licensure Examination for Teachers. 
This Act became a low onDec, 16, 1994 and was fully 
implemented on August 1996. 

The first licensure examination was in August 
1996. Applicants for the first Licensure Examination 
for Teachers (LET) reached 96,000 and the national 
passing percentage was a low 29.92%. Ten years later, 
the trend in the results of the LET for the entire seven 
years, from 2006 to 2012 did not vary so much on the 
increased or decreased on the national passing rates 
(see appendix G). On the average, the national passing 
rate is only 25.55%.  

Basil (1996) claimed that developing good and 
effective teachers who possess the pedagogical skills 
requires long and tedious work. He further pointed out 
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that the honing of teaching craft starts from the first 
encounter with the actual teaching of the student 
teacher, thus, the process of pre-service training and 
the learning that goes with it play pivotal roles in 
teacher preparation. Therefore, it is necessary to assess 
the mathematical competence of the pre-service 
teacher education students in term of conceptual and 
procedural skills as they are applied in actual learning 
situations through teaching. 
 

1.2 Statement of the Problem 

The study aimed to assess the mathematical 
competence of the Pre-Service Teacher Education 
(PSTE) students in State Universities and Colleges 
(SUCs) in Region 8, during the first semester of SY 
2012-2013. 

Specifically, the study sought answers to the 
following questions:  
1. What is the level of conceptual skills of the pre-

service teacher education students?  
2. What is the level of procedural skills of the pre-

service teacher education students?  
3. Is there a difference in the conceptual skills of the 

PSTE students in the different SUCs?  
4. Is there a difference in the procedural skills of the 

PSTE students in the different SUCs?  
5. Is there a relationship between conceptual and 

procedural skills of the PSTE students?  
6. What intervention scheme can be develop to 

improve the conceptual and procedural skills of 
the PSTE students?  

 
1.3 Null Hypothesis  

The null hypotheses tested were the following:  
1. There is no significant difference in the 

conceptual skills of the PSTE students in the 
different SUCs in Region 8.  

2. There is no significant difference in the 
procedural skills of the PSTE students in the 
different SUCs in Region 8.  

3. There is no significant relationship between the 
conceptual and procedural skills of the PSTE 
students. 
 
1.4 Theoretical/Conceptual Framework  

This study is anchored on three theories of 
learning that work together on the process of learning. 
These are the constructivist learning theory by Jerome 
Bruner, the cognitive learning theory by Jean Piaget, 
and the evaluation learning theory by Donald 
Kirkpatrick.  

Constructivism is a learning theory that attempts 
to explain how learners learn by constructing and 
understanding concept and other phenomena for 
themselves. It gives teachers perspective to re-think 
how students learn and how to focus on process and 
provide ways of documenting change and 
transformation. It also reminds teachers to look for 
different ways to engage individual student develop 
rich environments for exploration, prepare coherent 

problem sets and challenges that focus the model 
building effort, elicit and communicate student 
perceptions and interpretations (Abdal-Haqq, 1998). 
For a constructivist classroom, learning is active, 
constructive, reflective, collaborative, inquiry- based, 
and evolving (Brooks & Brooks, 1993; Devries & Zan, 
2003).  

Another theory anchored in this study is Cognitive 
Learning Theory. It is the theory that humans generate 
knowledge and meaning through the sequential 
development of anindividual’s cognitive abilities, such 
as, the mental process incorporating the abilities to 
recognize, recall, analyze, reflect, apply, create, 
understand and evaluate (Piaget, 1964).  

To Piaget, cognitive development was a 
progressive reorganization of mental process as a 
result of biological maturation and environmental 
experience. Children construct an understanding of the 
world around them, then experience discrepancies 
between what the already know and what they 
discover in their environment (Smith, 1993). In 
addition, cognition refers to the mental processes 
which involve in gaining knowledge and 
comprehension. These processes include thinking, 
knowing, remembering, judging and problem solving. 
These are higher level functions of the brain and 
encompasses language, imagination, perception and 
planning (Pritchard, 2005).  

Another theory by Donald Kirkpatric is the 
Learning Evaluation Theory. This model can help us 
analyze objectively the effectiveness and impact of the 
training so that it can be improved in the future. This 
theory is structured into four levels of evaluation, 
which essentially measures reaction of students, 
learning, behavior and results. Reaction evaluation is 
how the delegates felt and their personal reaction to 
the training or learning experiences. Learning 
evaluation is the measurement of the increase of 
knowledge before and after the learning experiences. 
Behavior evaluation is the extent of applied learning 
back on the job-implementation. Observation and 
interview overtime are required to assess change, 
relevance of change, and sustainability of change. 
Result evaluation, is the effect on the business or the 
environment of the trainee. It is much challenging not 
because of the reliance on the line management and 
the frequency and scale of changing structure, but on 
the responsibilities and roles, which complicates the 
process of attributing clear accountability.  
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1.5 The Scheme of the Study  

 

 
Figure 1. Schema showing the conceptual flow of the study 

The 97 PSTE students were made to answer the 
inventory test wherein their mathematical competence 
in terms of conceptual and procedural skills are being 
tested and assessed through the strategies and 
procedures they illustrated at, in arriving at a particular 
answer.  

 
1.6 Scope and Delimitation of the study 

This study focuses on the assessment of the 
mathematical competence of the Pre-Service Teacher 
Education (PSTE) students in the seven State 
Universities and Colleges in Region 8. It looked into 
the conceptual and procedural skills demonstrated by 
the PSTE students on their answers and solutions to 
the problems in the Inventory Test. The Inventory Test 
is a researcher-made test which is taken from the 
secondary mathematics curriculum such as Elementary 
Algebra for first year, Intermediate Algebra for second 
year, Geometry for third year and Advanced Algebra, 
Trigonometry and Statistics for fourth year. There are 
25 test items testing the conceptual skills and also 25 
test items testing the procedural skills. 

 
2. Research methodology  

This study used the descriptive-comparative-
correlational method of research. Best and Khan 
(1998) defined descriptive research as one that uses 
quantitative methods to describe “what is” describing, 
recording, analyzing, and interpreting conditions that 
exist. It involves some types of comparisons or 
contrasts and attempts to discover relationships 
between existing non-manipulative variables. This is 
the appropriate method for the present study because it 
gathers data, records, describes, analyzes, and 
interprets the level of mathematical competence of 
PSTE students in Region 8.  

This study further determined the level of 
conceptual skills and procedural skills of the PSTE 
students, the difference in conceptual skills, and the 
difference in procedural skills of the PSTE students. It 
also established whether a significant relationship 
exists between the conceptual and procedural skills of 
the PSTE students, and provided an intervention 
scheme for the students in order to produce highly 
competent education graduates.  

The statistical measures used were the percent, 
mean, One-Way-Analysis of Variance (One-Way 

ANOVA), Scheffe’s test, Pearson’s Product-Moment 
Coefficient of Correlation (Pearson r), and Kendall’s 
Coefficient of Concordance W. 

 
2.1 Respondents of the Study  

The respondents of the study were the PSTE 
students of the seven State Universities and Colleges 
in Region 8 who were enrolled during the first 
semester of SY 2012-2013. A total enumeration of 97 
PSTE students was involved. 

The Eastern Samar State University (ESSU) has 
11 respondents; Leyte Normal University (LNU), 28; 
Naval State University (NSU), 8; Northwest Samar 
State University (NwSSU), 12; Samar State University 
(SSU), 14; University of Eastern Philippines (UEP), 
11; and Visayas State University (VSU), 13. 

 
2.2 Research Instrument  

The research instrument used to gather data in the 
study was the researcher-made-inventory test. It 
consists of 50 items for which 25 items were testing 
the conceptual skills of the PSTE students, and the 
other 25 items were testing the procedural skills of the 
same test takers.  

The types of problems included in testing the 
conceptual skills are: multiple choice, conversion, 
definition of certain concept and problems which can 
be answered directly. This means that the problem 
does not require a step-by-step solution. It can be 
answered directly through simple recall of concept or 
theory. All problems testing the conceptual skills of 
the students require only simple recall of the theories 
or cognition.  

On the other hand, the problems testing the 
procedural skills of the students are problems which 
require a step by step solution. It also involves simple 
recall of concepts and theories needed in performing 
correct procedures in solving the problems.  

 
2.3 Data Gathering Procedure  

Before fielding the instrument to the PSTE 
students, a written permission from the seven SUCs 
was secured. Upon approval by the university 
presidents the researcher requested the respective 
deans of the College of Education for scheduling and 
other arrangements in administering the inventory test. 
The researcher personally administered the test to the 
PSTE students in their respective campuses. It lasted 
for 2 hours. 

 
2.4 Method of Scoring  

A rubric was prepared as guide in correcting the 
test papers. Each problem is given credit of 5 points. 
Points were assigned for each correct step by the 
checker for the students to get a cumulative sum of 5 
points as credit for a perfect solution to the problem. 
Credit for an answer would be lesser than 5 if the 
solution is not perfect. For the problems which were 
left unsolved, a point 1 was credited so that nobody 
got zero in the test. This method was done for the 
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entire test items testing the procedural skills of the 
PSTE students.  

Some of the problems for testing the conceptual 
skills of the students are multiple-choice tests which 
do not need computations. So, if their answer is 
correct they earned 5 points for that particular 
problem. If their choice is wrong, a point 2 is given to 
his credit, and for those who did not answer a point 1 
was given. The other problems testing the conceptual 
skills require a simple recall on the definition of the 
concept and derivation of formula. So, points were 
assigned for each step for a cumulative sum of 5points 
for a perfect answer, and less than 5 points if errors 
were made (see appendix L and J on scoring 
procedure). 

After the tests were checked and scored by the 
same mathematics experts their scores were further 
tested using Kendall’s Coefficient of Concordance, W. 
This is to find out if there was an agreement or 
concordance among the three checkers/raters of the 
inventory test. It was found out that W = 1 of the three 
checkers/raters, which means they have highly agreed 
on the checking/rating or giving of points to the 
solution and answers of the PSTE students on both 
conceptual and procedural.  

The perfect raw score is 125 each for conceptual 
skills and for procedural skills and the lowest is 25 for 
both skills. Below is the range of raw scores for both 
conceptual and procedural skills and the corresponding 
description. 
 
Range of Raw Scores Description 

105 – 125 Outstanding  
85 – 104 Very Satisfactory 
65 – 84 Satisfactory 
45 – 64 Fair  
25 – 44  Poor 

 
2.5 Statistical Treatment of Data  

The statistical tools used in this study were the 
following: Percent, Mean, One-Way Analysis of 
Variance (One-Way ANOVA), Scheffe’s test, 
Pearsons Product-Moment Coefficient of Correlation 
(Pearson r), and the Kendall’s Coefficient of 
Concordance W.  

Percent is a statistical tool used to find the number 
of parts taken from the whole. This was used in 
finding what percent of the PSTE students are on a 
certain level of conceptual and procedural skills.  

The Mean Scores were computed and were used 
to describe the levels of conceptual and procedural 
skills for each of the identified SUCs.  

One-Way ANOVA was used to determine 
whether significant differences exist both in 
conceptual and procedural skills among the PSTE 
students.  

Scheffe’s Test was used as the post comparison 
test to find out which among the groups caused the 
significant difference among the SUCs.  

The Pearson’s Product-Moment Coefficient of 
Correlation (Pearson r) was used to establish whether 
significant relationship exist between the conceptual 
skills and procedural skills.  

Kendall’s Coefficient of Concordance was used to 
find out if there is an agreement or concordance 
among the three checkers/raters of the inventory test.  

The level of significance was set at a = 0.05 level 
of two tailed test. 

 
3. Research results and discussion 

The findings and the results of the study is 
presented as follows: 

 

3.1 Level of Conceptual Skills and Percentage 

Distribution 

The frequency and the corresponding percentage 
of the PSTE students with particular level of 
conceptual skills were determined. Figure 1 is a 
graphical presentation of the percentage distributionof 
the level of conceptual skills of the PSTE students in 
Region 8. 
 

 
 

Figure 2. Level of conceptual skills and percentage 
distribution of PSTE students in Region 8 

 
It presents the distribution of the PSTE by level of 

conceptual skills. It shows that 49.49% got satisfactory 
rating, followed by 34.02% with fair rating and 
16.49% with very satisfactory rating. It may be noted 
that nobody got an outstanding rating but nobody got 
zero either. It implies that learning potentials of the 
students were not maximized.  
 

Table 1: Level of conceptual skills of the pre-service 
teacher education students in region 8 

School Mean 
Scores 

Rank Description 

A 69.69 5 Satisfactory 
B 61.00 7 Fair 
C 70.00 4 Satisfactory 
D 71.29 3 Satisfactory 
E 69.14 6 Satisfactory 
F 74.00 2 Satisfactory 
G 81.82 1 Satisfactory 

Overall Mean 70.99  Satisfactory 
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Table 1 shows the overall mean of 70.99 obtained 
by the PSTE on conceptual skill and is described as 
satisfactory. Six out of the seven SUCs obtained 
satisfactory rating, however, one out of seven SUCs 
obtained a mean score of 61.0 which is described as 
fair. This implies that the PSTE students in the region 
can be categorically described as almost having a 
homogeneous competence in conceptual skills at 
satisfactory level only. This result falls short of the 
government’s aim to improve the quality of education 
and to keep pace with the demands for global 
competitiveness. There is much room for improvement 
in order to attain higher level in mathematical 
competence. 
 

3.2 Level of Procedural Skills and Percentage 

Distribution 

Figure 3 shows the graphical presentation of the 
percentage distribution of the level of the procedural 
skills. It shows that 44.33% got a fair rating. This level 
consists the highest number of PSTE in the 
distribution.  
 

 
  

Figure 3. Level of Procedural Skills and Percentage 
Distribution of the PSTE students in Region 8 

 
It is followed by 27.84% with satisfactory rating, then 
16.49% with poor rating and the least number of 
students 11.34% got very satisfactory rating. It is 
distressing to note that as much as 16 students or 
16.49% got poor ratings which implies that these 
students are poor performers in mathematics and did 
not know anything on what to do or how to solve the 
problem. 
 

Table 2: Level of procedural skills of the pre-service 
teacher education students in region 8 

School Mean 
Scores 

Rank Description 

A 59.85 5 Fair 
B 49.17 7 Fair 
C 67.63 2 Satisfactory 
D 60.29 4 Fair 
E 64.79 3 Satisfactory 
F 59.00 6 Fair 
G 76.36 1 Satisfactory 

Overall Mean 62.44  Fair 
 

Table 2 shows the overall mean score of 62.44 
obtained by the PSTE on procedural skills and is 
described as fair. Four out of seven SUCs obtained fair 
ratings while three out of seven SUCs obtained 
satisfactory ratings. It implies that these students are 
far from being well-prepared for a teaching job. They 
lacked the requisite skills to become effective teachers. 
It precludes the probability of good teaching because 
“one cannot teach what one does not know.”  

The rating of conceptual skills (satisfactory) is 
one level higher than the rating for procedural skills 
(fair). As explained by Heibert and Lefevre (1986) this 
difference shows that students are not fully competent 
if they are deficient in either kind of knowledge. 
Students may have understanding of the concept but 
cannot solve the problem or they may be able to 
perform some tasks yet without understanding of what 
they are doing.  

 
3.3 Difference in the Level of Conceptual skills 

and Procedural Skills of the PSTE students in the 

Different SUCs in Region 8. 

The difference in the level of conceptual skills 
among the PSTE students in the seven SUCs are 
computed using the One-Way Analysis of Variance. It 
shows the significant difference between/among the 
means of variables. Since a significant difference 
exists using One-Way ANOVA, it was tested further 
to determine which among the pairwise comparison 
caused the significance.  

Pairwise comparison was done by Scheffe’s test 
(F’) on conceptual skills to determine further which 
among the group differences caused the significance. 
It was found out that the difference between SUCs B 
and G was significant which obtained the p-level of 
0.007.  This was the one and only one pair which turn 
out to be significantly different, SUC B being at the 
lowest rank with mean value of 61.00 while G being 
the highest in rank with mean value of 81.82. It shows 
that the PSTE students in SUC G were better 
performer than theother PSTE students and those in 
SUC B were the lowest performers.  

Similarly, the One-Way ANOVA was used in 
performing a statistical teston the difference in the 
level of procedural skills among the PSTE students 
among the SUCs identified. It was found out that a 
significant difference in the procedural skills occurred 
among the PSTE students in the different SUCs. It 
shows a very big difference between the extreme 
scores. It was tested further to verify which among the 
group difference led the significance. Scheffe’s test 
was used to establish the post comparison. It was 
found out that SUCs G, with mean value of 76.36 and 
B, with mean value of 49.17 appeared to be extremely 
ranked pairs in the procedural skills. This validates the 
findings that SUC G and B were of opposite extreme 
and were identified as significantly different pairs. 
Hence, it can be gleaned that the mean scores obtained 
from these SUCs B and G were the reason behind why 
significant difference occurred when the F-test was 
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performed. Same as in the conceptual skills, the PSTE 
students in SUC G were better performers than the 
other PSTE and that those of SUC B were the lowest 
performers. 
 

3.4 Relationship Between the Conceptual and 

Procedural skills of the PSTE students.  

The test on relationship between conceptual and 
procedural skills of the PSTE students among the 
SUCs identified in this study was conducted using the 
Pearson’s Product-Moment Coefficient of Correlation 
(Pearson r). It was found out that a significant 
correlation exists between the PSTEs’ level of 
conceptual skills and their level of procedural skills in 
mathematics. It indicates that the lower the level 
ofconceptual skills of the students, the lower the level 
of their procedural skills. The connection between the 
conceptual and procedural knowledge is very 
important to students in solving mathematics 
problems. When students could not appropriately 
connect between conceptual and procedural 
knowledge they may have some understanding of 
mathematical concepts but not solve the problem, or 
they may be able to perform some task but could not 
understand what they are doing (Gallager, 1981). A 
variety of learning styles may be implemented 
throughout the course to allow the students to learn in 
at least one way that matches their learning styles.   

 
3.5 Intervention scheme  

An implementable scheme was conceived as a 
result of salient findings of the study. The main 
purpose of which is to enhance the competency level 
of the Pre-Service Teachers in mathematics of the 
schools under the study.  

 
3.5.1 Objectives  

1. Enhance the mathematical competencies of the 
PSTE students in Region 8 in preparation for their 
actual teaching profession.   
2. Provide learning alternatives, employing the 
constructivist theory, and instructional activities for 
the conceptual and procedural skills development of 
the PSTE students based on the concepts that need 
emphasis and mastery.   

 
3.5.2 Intervention Scheme 

 Intervention scheme is composed of academic-
related activities such as: seminars and forum in 
mathematics; Interschool competition in search for 
“Math Wizard”; Joining academic organization, Junior 
Philippine Mathematical Society(JPMS) and the 
Future Teachers Organization (FTO). 

 
4. Conclusion  

Based on the findings of the study, the following 
conclusions are arrived at: 

1. The level of conceptual skills of the PSTE 
students is satisfactory.  

2. The level of procedural skills of the PSTE 
students is fair.  

3. There is a significant difference in the 
conceptual skills of the PSTE students in the different 
SUCs in Region 8.  

4. There is a significant difference in the 
procedural skills of the PSTE students in the different 
SUCs in Region 8.  

5. There is a significant relationship between the 
conceptual skills and procedural skills among the 
PSTE students in Region 8.  
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Abstract 

This study aimed to determine the factors that affect teachers’ decision whether to include History of 
Mathematics (HOM) or not in their instructions; teachers’ perceptions on HOM; and to determine significant 
differences on students’ attitude and competence toward mathematics between teachers who include HOM and 
teachers who do not include HOM in their instructions. The study was conducted at one of the biggest public high 
schools in the city of Las-Piñas, located at the South of Metro Manila during the academic year 2013-2014. There 
were 247 fourth year high school students randomly selected and 41 mathematics teachers who participated in the 
study. Significant differences were found on the perceptions of HOM between teachers who include HOM and 
those who do not; and the students’ attitude and competence toward mathematics between the two groups of 
teachers. Results show that those teachers who enjoyed teaching HOM indicated that their students enjoyed 
learning HOM; HOM helps students to see the development of the connections among mathematical concepts; 
HOM provides the conditions to capture students’ interests; and improve attitude toward mathematics.  

 

Keywords: Teachers’ Perception; History of Mathematics; Students’ Mathematical Attitude & Competence 

 

1. Introduction 

 Learning mathematics comes through the 
introduction of concepts, then techniques of 
computation, and then drills. If time permits, the 
application of the concepts follows. Teachers tend to 
look at the results of drills to see whether the majority 
of the students grasped the concepts and the techniques. 
If not, a remedial period is allocated. After some time, 
when the majority understands it, another topic is 
brought in through the introduction of concepts, 
techniques, and drills ad infinitum.  
 This kind of routine has been the kind of 
introduction to the formal learning of mathematics, 
which students come to dislike [11]. Reference [7] 
claimed that majority of the students look at 
mathematics as a set of rules and formulas to be 
memorized devoid of what makes it interesting. They 
were just taught how is it done, and how to apply 
without knowing how it came to be. Sadly, the final 
goal is just to pass the subject. 
 However, when students are given awareness that 
every mathematician around the world are like them, 
struggling, and was in constant struggle to find the 
answers, students’ interests toward the concepts is 
piqued [1-2]. It was the researcher’s experience through 
teaching that if students were taught how the solutions 
were discovered by the mathematicians who toiled for 
so many years to find it and how it came into being, 
attitude towards mathematics will change over time. 
 Mathematics has a long, rich history of which 
teachers and students are often unaware [1]. As a result, 
they fail to appreciate that mathematics is constantly 
developing, that it is a human endeavor, and that it is a 

subject that has varied applications in different times 
and cultures [7].  
 In looking for the best way of improving students’ 
attitude and interests in mathematics, the researcher 
found out that for decades, other researchers have been 
suggesting a number of benefits to the integration of the 
history of mathematics into mathematics education  
 “An understanding of the history of mathematics 
and the context in which problems arose can lead to 
greater understanding of the content and nature of 
mathematics” [2]. Likewise, [3] the history of the 
subject can humanize mathematics and thus can be 
motivating to students who conceive mathematics as 
“dead,” “boring,” or “too abstract.”  

At present, however, there is little empirical research 
on the effectiveness of the integration of history of 
mathematics into mathematics education, local and 
international.  
 If students perceive mathematics as a set of discrete 
topics with no historical background or discussion of 
historical significance, it is likely that they will fail to 
see the relationship and relevance of mathematics to 
other related sciences. When students are exposed to 
varied experiences related to the cultural and historical 
aspects of evolution of mathematics, they are likely to 
develop an appreciation of mathematics and its role in 
the development of society [4]. The researcher, 
therefore, postulates that a historical background 
provides a perspective that lays a foundation for 
learning. In particular, it may be beneficial to the 
student whose learning of mathematics is a struggle.  
 Considering the entire aforementioned context, this 
paper provides a modest contribution to that endeavor. 
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The researcher came up with this study to look at the 
following variables: (1) factors that affect teachers’ 
decision to include and not to include HOM into their 
instructions; (2) teachers’ perceptions of history of 
mathematics; and (3) the differences on students’ 
mathematical attitude and competency between teachers 
who include HOM and teachers who do not.   
 

2. Research Methodology 

 This study made use of the descriptive and 
inferential methods of research. A survey scale 
questionnaires was used and distributed to collect the 
data needed.  
 
 2.1 Respondents 

 The respondents of these study were teachers and 
students in the 4th year high school (grade 10) from one 
of the largest public high schools in the City of Las-
Piñas, located at the South of Metro Manila. The study 
was conducted during the second term of academic year 
2013-2014. During this academic year, the 4th year high 
school had a total of 23 sections with 1,344 students 
enrolled. A total of 41 teachers and 247 students who 
were under the supervision of these teachers responded 
to the survey. The teacher-respondents were classified 
into two namely: 24 teachers who indicated that they 
include HOM in their instruction; and 17 teachers who 
do not. Student-respondents under these teachers were 
randomly selected. One hundred twenty three (123) 
students were under the teachers who include HOM, 
while the remaining 124 were from teachers who do not 
include HOM. 
 
 2.2 Instruments 

 The researcher utilized three survey questionnaires. 
The first one was a researcher-made test for 
Mathematics Competency; second was an adopted 
questionnaire on Teachers’ Perceptions of History of 
Mathematics and Teachers’ Reasons for including and 
not including HOM into their instructions [5]; and third 
was a standardized questionnaire on Attitude Toward 
Mathematics Inventory (ATMI) [6]. These 
questionnaires were validated by some mathematics 
professors, pilot–tested, and analyzed for reliability and 
validity purposes.  
 

3. Research Results and Discussion 

 The following presents discussions on teachers’ 
perceptions of including HOM into instruction and the 
factors that affect their decision whether to include 
HOM or not; and the student-respondents’ attitude and 
competency toward mathematics.  
 

 3.1 Teachers’ Perception on History of 

Mathematics.  

 (Table 1 and 2) presents the frequency and 
percentage distribution of the five components in the 
survey questionnaire of Teachers’ Perception on History 
of Mathematics. 

The first highest number (15, 62.5%) of teachers 
who responded that they include HOM in their 
instruction, “agree” that “knowing the history of 
mathematics may assist students in the learning 
mathematical concepts.” The second highest number 
(14, 58%) of the teachers “agree” that “all students of 
mathematics should be taught some history of 
mathematics.” It is significant to note that the 
importance of HOM in mathematics instruction was 
positively perceived by the teachers who responded that 
they include HOM in their classroom instruction.  
 Teachers (8, 49.6%) who responded that they do not 
include HOM in their instruction, nonetheless “agree” 
that “knowing the history of mathematics may assist 
students in learning mathematical concepts.” Some of 
them, however, were “neutral” on their stand on the 
other four statements. 
 
 3.2 Factors that Affect Teachers’ Decision Whether 

to Include HOM or Not in their Instructions. 

 Finding show that those teachers who enjoyed 
teaching HOM believe that their students enjoyed 
learning HOM. This is made evident by 13 teachers 
who “agree” on the statement “I enjoy teaching the facts 
and episodes from history of mathematics” (Table 3). 
They also perceived that HOM helps students to see the 
development of the connections among mathematical 
concepts and provides the conditions to capture 
students’ interests and improve their attitude toward 
mathematics, which implies that, HOM plays a critical 
role in the construction of knowledge and contributes to 
the development of "affective domain" of learning.  
 The statement, “I consider myself lacking expertise 
on the history of mathematics” received a mean rating 
of 4 – “Agree” (Table 4). This implies that the teachers 
who have had relatively little or no exposure to HOM, 
may perceive themselves lacking expertise and 
consequently not expose students to HOM.  
 The availability of resources is another deciding 
factor influencing a teachers’ decision. Two of the most 
highly-ranked reasons for not including HOM were, 
“History of mathematics is not in the textbook that I 
use” and “There are not enough appropriate resource 
materials” (Table 4). Seemingly, the lack of readily 
available resources may be a factor for teachers who do 
not include HOM. There was no overwhelming majority 
of teachers who felt HOM does not belong in the 
curriculum, while there was a large majority who would 
be interested in knowing how to include HOM.  
 Lastly, teachers who do not include HOM are 
intrinsically motivated to integrate some topics from the 
HOM and agree that it will benefit the students by 
capturing their interest, and, perhaps assist, in the 
learning of mathematics. It is unfortunate that HOM is 
not a part of the required curriculum. 
 .  
 3.3 Students’ Attitude toward Mathematics 

Findings show that the highest mean (3.98) score of 
the four domains in the Attitude toward Mathematics 
Inventory (ATMI) of the students under the teachers 
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who include HOM into instructions was “Value” (Table 
5). This implies that integrating HOM in the classroom 
could improve students’ attitude toward mathematics 
because they perceived to value learning of HOM. 
Many researchers [7-10], have argued that the use of 
history in mathematics lessons can lead to better 
attitudes and achievement in mathematics. In addition, 
the use of anecdotes and biographies of mathematicians 
make lessons more interesting and dynamic [10]. 
Hence, students should find their mathematics lessons 
more enjoyable when history is used. The use of history 
in lessons can improve students’ perception regarding 
the value of mathematics to mankind and motivate them 
to learn mathematics [10]. Moreover, learning takes 
place more effectively when a learner retraces the key 
steps in the historical development of the subject [8-9]. 
 On the other hand, the students under the group of 
teachers who do not want to consider HOM of this 
study obtained a lower mean value of 3.10 in 
“Motivation” and 3.00 in “Enjoyment” domains of 
ATMI. This findings supports [8] the proposal of the 
five reasons for using the history of mathematics in 
instructions, to wit: (1) history can help increase 
motivation and can help develop a positive attitude 
toward learning; (2) past obstacles in the development 
of mathematics can help explain today’s students 
difficulties; (3) historical problems can help develop 
students’ mathematical thinking; (4) history reveals the 
humanistic facets of mathematical knowledge; and (5) 
history gives teachers a guide for teaching 
 
 3.4 Students’ Mathematical Competence  
 Surprisingly, there were only 12 out of 123 students 
passed the 40-item mathematical competency test under 
the teachers who include HOM in their instruction. Ten 
of these obtained a “Minimum” level, whereas two got 
the highest score of 28 and 29 which belongs to the 
“Intermediate” level. On the other hand, only 8 out of 
124 students got a minimum level of competency under 
the teachers who do not include HOM in their 
instruction. These students were also the ones who 
spent the highest time studying at home.  
 The students who obtained the highest score of 29 
preferred to take science course in college, but those 8 
students who got the lowest score preferred to enroll in 
BSED Math. The rest of the students performed very 
poor in the mathematics competency test, but 
surprisingly,  there were 68, 43, and 22 of these 
students responded that they preferred to take 
Engineering, BSED Math, and BS Math courses in 
college. 
 

 3.5 Differences on perceptions of HOM between 

teachers who include HOM and who do not.  

 Results found that there is a significant difference on 
the perceptions of HOM between teachers who include 
HOM into their instruction and those who do not. This 
indicates that teachers who view HOM as valuable, 
necessary, or worthwhile may seemingly tend to include 
HOM in their classroom lessons. The contributing 

factors on the reason of teachers who do not include 
HOM were “Understanding mathematics would be 
easier if the history of mathematics was taught,” but 
they still perceived that “Knowing the history of 
mathematics may assist students in learning 
mathematics concepts,” because this was rated at a 
much higher degree by this group of teachers. Teachers 
that include HOM highly ranked “Understanding 
mathematics would be easier if the history of 
mathematics was taught.”   
 
 3.6 Differences on students’ attitude and 

competency toward mathematics 

There is a significant differences on students’ 
attitude and competency toward mathematics between 
the two groups of teachers. This implies that students 
who belong to the teachers that include HOM in their 
instructions had a positive attitude, and may tend to get 
a higher level of competency toward mathematics than 
to those students that belong to teachers who do not 
include HOM. To support this findings, similar 
researches [7-11] concluded that the role of history for 
the teaching and learning of mathematics with reference 
to students’ mathematical competence is the main 
purpose of mathematics education; and that awareness 
of mathematics history promote active learning, create 
motivation, alleviate boredom and improve students’ 
understanding of mathematics.  

4. Conclusions 

 The results imply that HOM may not only benefits a 
student but also the teacher. The impact of the findings 
about the factors mentioned above is far reaching. 
Teachers indicated a lack of confidence in teaching 
HOM. In line with this, the HOM may serve as the 
foundation upon which the teacher can construct strong 
mathematical connections which would, in turn, help to 
strengthen the teacher’s mathematical content 
knowledge and confidence [4-5, 13]. 
 The students under the teachers who include HOM 
in their instruction had a positive attitude toward 
mathematics than the students under the teachers who 
do not. There is a significant difference found at the 
lowest p-value of 0.0001 of the four factors of ATMI, 
hence, the use of history of mathematics in instruction 
may most likely improve students’ attitude toward 
mathematics. 
 Normally, a student working conscientiously on a 
mathematics program would reach minimum 
competence after two years of high school study; 
intermediate after three; and advanced after four [16]. 
These results as to be expected have not been realized 
by the 4th year high school students being tested for this 
research. This high gap between the ideal and the actual 
may result from high school courses that do not cover 
the mathematical material central to college preparation. 
Also, [16] incoming college level students are expected 
to bring hands-on skills in computation and algebraic 
manipulation, as well as conceptual knowledge rooted 
in a deep and profound understanding of numbers and 
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basic geometry. They are expected to know basic 
mathematical concepts in computation, algebra and 
geometry because these are readiness benchmarks on 
college success. Because of these results in the 
competency test, the need for improvement of 
mathematics learning and achievement seemingly 

critical for students’ numeracy must be the main focus 
of teacher-respondents of this study. And since HOM is 
a humanizing factor because it piques students’ 
interests, this may likely a good instructional tool in 
improving students’ mathematical skills and attitude 
towards numbers and numeracy [3-5; 13-15]. 

 
 

Table 1. Perceptions of HOM for teachers who include HOM 
 All students of 

mathematics 
should be taught 
some history of 
mathematics.  

The history of 
mathematics is 
worthwhile and 
necessary to the 
understanding 
mathematics.  

Knowledge of the 
history of 
mathematics is 
valuable to non-
scientists or non-
mathematicians.  

Knowing the 
history of 
mathematics 
may assist 
students in 
learning 
mathematical 
concepts.  

Understanding 
mathematics 
would be easier if 
the history of 
mathematics was 
taught.  

 Freq.  % Freq. % Freq. % Freq. % Freq. % 
Strongly Disagree  1  4.2  2 8.3 0 0.0  1 4.2           0              0.0 
Disagree  1  4.2 2 8.3 2 8.3 2 8.3 2 8.3  
Neutral  3 12.5 5  20.8 5 20.8 1 4.2 11 45.8 
Agree  14  58.3  11 45.8 13  54.2 15 62.5 8 33.3 
Strongly Agree  5  20.8 4 16.7 4 16.7 5 20.8  3  12.5 
Total  24  100.0  24  100.0  24  100.0  24  100.0  24  100.0  

 
Table 2. Perceptions of HOM for those teachers who do not include HOM 

 All students of 
mathematics 
should be 
taught some 
history of 
mathematics.  

The history of 
mathematics is 
worthwhile and 
necessary to the 
understanding 
mathematics.  

Knowledge of the 
history of 
mathematics is 
valuable to non-
scientists or non-
mathematicians.  

Knowing the 
history of 
mathematics 
may assist 
students in 
learning 
mathematical 
concepts.  

Understanding 
mathematics 
would be easier if 
the history of 
mathematics was 
taught.  

                                       Freq. %  Freq. %  Freq. %  Freq. % Freq.  % 
 0 0.0 1 5.9 1 .8 1 .8 1 .8 
Strongly Disagree  1 5.9  0 0.0 0 4.5 1 5.9 1 5.9 
Disagree  3 17.6  3 17.6 3 17.6 2 11.8 5 29.4 
Neutral  7 41.2  8 47.1 7 41.2 5 27.8 8 47.1 
Agree  4 23.5  5 29.4 5 29.4 8 49.6 3 17.6 
Strongly Agree  2 11.8  1 5.9 2 11.8 1 6.8 0 0.0 
Total  17  100.0  17 100.0  17 100.0 17 100.0 17 100.0 

 
Table 3. Factors that Affect Teachers' Decision to Include History of Mathematics into Instructions 

Factors 
Frequency (%) 

 

Mean 

Disagree Neutral Agree  

     

1. The history of mathematics may capture students’ 
interests and improve their attitude toward mathematics. 

1 
(8.3%) 

1 
(12.5%) 

22 
(79.2%) 3.88 

2. Students may enjoy learning facts about the history of 
mathematical concepts. 

2 
(12.5%) 

2 
(16.7%) 

20 
(70.8%) 3.75 

3. It will help students to see the development of the 
connections among mathematical concepts. 

1 
(16.7%) 

3 
(25%) 

20 
(58.3%) 3.79 

4. I enjoy teaching the facts and episodes from history of 
mathematics. 0 11 

(41.7%) 
13 

(58.3%) 3.54 

5. I consider the history of mathematics as important as the 
mathematics itself even though it takes away time from the 
curriculum. 

1 
(25%) 

23 
(75%) 0 2.95 

 
 
 
 
 

Table 4. Factors that Affect Teachers’ Decision to Not Include History of Mathematics into Instructions 
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Factors  

Frequency (%) 
 

Mean Disagree Neutral Agree 
Strongly 

Agree 

1. I do not know how to teach the history of 
mathematics. 

2 
(11.8%) 2 8 

(47.1%) 
5 

(29.4%) 3.94 

2. If students are not tested on the history of 
mathematics, they will not pay attention to the 
discussion about the history of mathematics. 

0 4 
(23.5%) 

6 
(35.3%) 

7 
(41.2%) 4.18 

3. Since there are no questions pertaining to the 
history of mathematics in our school, the history of 
mathematics is not on my priority list of mathematical 
topics to teach in class. 

0 3 
(17.6%) 

9 
(52.9%) 

5 
(29.4%) 4.12 

4. I consider myself lacking expertise on the history of 
mathematics. 0 5 

(29.4%) 
7 

(41.2%) 
5 

(29.4%) 4.00 

5. There are not enough appropriate resource 
materials. 0 5 

(29.4%) 
7 

(41.2%) 
5 

(29.4%) 4.00 

6. History of mathematics is not in the textbook I use. 3 
(17.6%) 

4 
(23.5%) 

5 
(29.4%) 

5 
(29.4%) 3.71 

7. There is not enough time to teach history of 
mathematics along with the regular curriculum. 

2 
(11.8%) 

4 
(23.5%) 

5 
(29.4%) 

6 
(35.3%) 3.88 

8. I examined the resources about the history of math 
and found little or none. 

2 
(11.8%) 

9 
(52.9%) 

6 
(35.3%) 0 3.24 

 
 

Table 5. Comparisons of Students’ Attitude toward Mathematics  
Factors Grouping n Mean SD F-value p-value Conclusion 

Enjoyment Group 1  123 3.40 0.75 4.07 0.003 Significant Group 2  124 3.00 0.80 

Motivation Group 1 123 3.43 0.75 2.54 0.040 Significant Group 2  124 3.10 0.86 

Self-confidence Group 1 123 3.71 0.84 5.57 0.000 Significant Group 2  124 3.24 0.71 

Value Group 1 123 3.98 0.45 21.97 0.0001 Significant Group 2  124 3.35 0.59 
   Group 1 – students under the teachers who include HOM 
   Group 2 – students under the teachers who do not include HOM 
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Appendix A. Students’ Profile 

Gender Frequency Percent 
Female 145 58.70 
Male 102 41.30 
Number of hours spent studying mathematics at home Frequency Percent 
Less than 1 hour/day 140 56.68 
1 - 2 hours/day 102 41.30 
3 - 4 hours/day 4 1.62 
more than 4 hours/day 1 .40 
Most Preferred Course to take in College Frequency Percent 
BSED Mathematics 43 17.41 
BS Mathematics 22 8.91 
BS Engineering 69 27.94 
Science Course 77 31.17 
Other Course  36 14.57 

 
 
Appendix B. Independent t-test  

  
n Mean Std. Deviation Std. Error Mean 

Perceptions of 
History of 
Mathematics  

Teachers who do not 
include HOM 

17 3.222 .244 0.059 

Teachers who 
include HOM but not 

often 

24 3.792 .303 0.062 

t-test for Equality of Means  
  95% Confidence 

Interval of the 
Difference 

  t Df Sig. 
(2-tailed) 

Mean 
Difference 

Std. Error 
Difference Lower Upper 

         
Perceptions of 

history of 
mathematics 

Equal 
Variances 
assumed 

-6.782 39 .000 -.570 .039 -.714 -.431 

Equal 
variances not 

assumed 
-6.659 30 .000 -.570 .042 -.720 -.425 
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Abstract 

Inventory management with return items has drawn the attention from many researchers. Since 
the problem increasing of the items after used a lot. Return items to recovery is one of the most 
efficient to protect environment. The objective of this study is to consider a two-echelon inventory 
model with return items. Demand and returned items are dependent and lead time is constant. The 
optimal of re-order point, order quantity, and number of cycle of order quantity that minimize the 
total cost of the system are obtained. The sensitivity analysis is also considered and showed that 
when the fraction between demand and returned and lead time at Stage 1 (distributor) are 
increasing; the total cost of system will be increased. Moreover, lead time at State 2 (warehouse) is 
increasing; the total cost of system will be the same. 

Keywords: Two-echelon inventory, product returns, continuous review, lead time 
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1. Introduction 

 Currently, inventory management with return 
items has drawn the attention from many researchers. 
Since the items after used increase, damaged and 
become garbage a lot. The disposal garbage by 
incineration or landfill enormous amounts causes 
environmental pollution. This is a problem of people 
in many countries. Until now, people interested to deal 
with these problems. Whether it is a government law 
or human subconscious is aware of the environmental 
pollution caused by disposal garbage. The 
organization is involved in manufacturing products 
that will be responsible for dealing with the items or 
their items after they have been used or discarded by 
the customer. This makes many researchers are 
interested in study about the inventory system with 
return items. To bring items after used that can be 
recycled or recovery to become new items that can be 
put back on sale. The quality and price of the items is 
the same value as the procurement items such as 
electronic equipments. In fact, the return items are 
uncertain more than demand customers. Whether it is 
in terms of quantity, quality and timing makes 
inventory control are more difficult and more complex 
than that inventory system without return items. The 
inventory system with return items consist: returned 
items, recovered items and procurement items. 

 Korugan and Gupta [3] developed model for two-
echelon inventory system with return items. The 
demand items and return items are independent and 
distributed as Poisson distribution with mean demand 
  and mean return 

ic  
where ic  is retailers i

( 1,..., )i N . This describes the problem by using an 
open queuing network with finite buffers to minimize 
the total costs without the set-up cost. Mitra [5] 
developed deterministic and stochastic models for a 
two-echelon inventory system with return items. The 
demand items and return items are independent. For a 
stochastic model, demand and returns are Normal 
distribution under continuous review policy. Wang 
and Di [6] developed a model for inventory control 
under policy ( , )s S  with return items. Offered in 2 
Cases, demand the return items are independent and 
distributed as Poisson distribution, and demand the 
return items are dependent and distributed as Poisson 
distribution. They also found the optimal re-order 
point and optimal order up to level. 
 Therefore, in this study we are interested to 
consider a two-echelon inventory system model with a 
single warehouse inventory and a single distributor 
with return items under continuous review policy. We 
assume that the recovered items will be the same value 
as the procurement items. This study extended Mitra’s 
model [5] which demand and return items are 
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dependent and distributed as Poisson distribution with 
the constant lead time.  
 

2. Research Methodology 

 In this study, we consider the two-echelon 
inventory system under continuous review policy. 
Demand and return items are dependent and 
distributed as Poisson distribution with the constant 
lead time. The optimal of re-order point, order 
quantity, and number of cycle of order quantity with 
minimizing the total cost of the system will be 
obtained. This system is separated into 3 Stages: Stage 
1 is the inventory at the distributor, Stage 2 is 
inventory at the warehouse for replenishment to Stage 
1 and Stage 3 is the return of the defective items to 
recovered at the warehouse which the recovered items 
are as good as new and have the same value as the 
procurement items. This system is shown in Figure 1. 

 

 
Figure 1: A one depot one distributor inventory 

                     system with return items 
  
 From Figure 1, the two-echelon inventory system 
consist warehouse and distributor. Customer can 
return items directly to the warehouse. Return items 
will return to Stage 3 and recover as good as a new 
one and also have the same value as the procurement 
items. The products at Stage 2 include the new items 
purchased from outside supplier and recovered items 
from Stage 3. The products at Stage 2 are intended to 
replenish the items to the inventory at Stage 1 and 
available for the demand of customers. 
 2.1 Assumptions 

We assume the assumptions for formulating the 
model as follows. 

1. Demand and return items are random variables 
with Poisson distribution. Dependence is assumed 
between demand and return. 

2. The return rate is less than the demand rate. 
3. The time to recover of defective items is much 

less than the lead time. 
4. The lead time between Stage 1 and 2 is constant. 
5. The inventory system is not shortage items.  
6. The time to return items is zero and no charged 

price to return. 
7. The defective items are directly returned to the 

warehouse and recovered items are as good as new 
and have the same value as the procurement items. 

8. The distributor knows the customer demand and 
order with the depot for replenishment. 

 
2.2 Notations 

We introduce the following notations. 

iA : Set-up cost at Stage  1,2,3i i   

ih : Holding cost per unit time at Stage 

  1,2,3i i   

c : Item cost per unit items 

il : Lead time at Stage  1,2,3i i   

iSS : Safety stock at Stage  1,2,3i i   

Z : Safety factor at Stage  1,2,3i i   

 : Error of lead time 

D : Mean demand per unit time  
D : Quantity demand items per unit time; 
 random variable 

 R : Quantity return items per unit time;  
  random variable 

 : Fraction of demand returned per unit time 

 0 1   
Q : Order quantity 

*Q : Optimal order quantity 
*n : Optimal number of cycle at Stage 1 
 

 2.3 Mathematical model 

 Stage 1 follows a stationary ordering policy. When 
inventory level falls at or below 1s , an order quantity 
of Q  units will order from Stage 2. Inventory level at 
Stage 2 must be enough to replenishment number of 
cycle n  cycles of Stage 1 .When inventory level at 
Stage 2 falls at or below 2s , an order quantity of nQ  

                                       Outside supplier 

                                                                                                         
                                                        Warehouse 

  

 

 Return Items                                          Distributor
  

Recoverable 
(Stage 3) 

Inventory 
(Stage 2) 

Inventory 
(Stage 1) 
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units will order from two sources- recovered items at 
Stage 3 D  units and outside supplier DnQ   
units. The cycle length of Stage 2 is / DnQ  . The lead 
time at Stage 1 and 2 are constant. Inventory level is 
shown in Figure 2. 
     

 
Figure 2: Inventory level at Stage 1, 2 and 3 

  
From Figure 2, there are three parts of cost in 

inventory model such that item cost, set-up cost and 
holding cost. Each cost is calculated as follows. 
 1. The item cost ( 1TC ) includes the item cost per 

unit items ( )c  and quantity demand items per unit 
time ( )D . Therefore, the item cost is given by 

 1TC cD                (1) 

 2. The set-up cost per unit time ( 2TC ) for 3 stages 

includes the set-up cost in each Stage ( iA : 1,2,3i  ). 
Therefore, the set-up cost per unit time for 3 stages is 
given by 

 

31 2
2

A DA D A D
TC

Q nQ nQ
   .                 (2) 

 3. The holding cost per unit time ( 3TC ) at Stage 1 

and 2 includes the order quantity ( )Q  and safety stock 

( iSS : 1,2i  ) and number of return items ( )R  at 
Stage 3. Therefore, the holding cost per unit time for 3 
stages is given by 

  3 1 1 2 2
( 1)( ) ( )

2 2
Q n Q

TC h SS h SS


      

      3 ( )
2

RnQ
h

D
                (3) 

where 
11 1 1 1( )l DSS E s D s l    . 

The safety stock at Stage 2 2( )SS  is a protection 
uncertainty in returns. The safety stock consist safety 
factor and variance of replenishment items in Stage 3 
to Stage 2. So we have to know the distribution of 
replenishment items in Stage 3 to Stage 2. We assume 
that Poisson distribution with a mean and variance is

D , and time to replenishment in each cycle from 
Stage 3 and Outside supplier to Stage 2 is 

DnQ  . 
Thus, the distribution of replenishment items from 
Stage 3 to Stage 2 between 

DnQ   is Poisson with 

mean and variance  D DnQ  . To make easier to 

find the safety factor, we approximate Poisson 
distribution by Normal distribution [2, p. 390]. Hence, 
the safety stock at Stage 2 can be written as 

2SS Z Z nQ    . 

Therefore, the total cost ( )TC  can be written as 

31 2
1 1( )

2
A DA D A D Q

TC cD h SS
Q nQ nQ

     

   

          
2 2 3

( 1)( ) ( )
2 2

n Q RnQ
h SS h

D


   .               (4) 

Since, the quantity of demand items ( )D  and the 

quantity of return items ( )R  are random variables. So, 
we take expectation of equation (4) and obtain the 
average total cost ( )E TC  as equation (5). 

 31 2
1 1( ) ( )

2
DD D

D

AA A Q
E TC c h SS

Q nQ nQ

 
     

  

                       
2 2 3

( 1)( ) ( )
2 2

n Q n Q
h SS h


   .        (5) 

 The optimal order quantity *Q  and the optimal 

number of cycle *n  can be calculated from equation 
(5). Eugene et al. [1] has studied the distribution of 
demand during lead time. Thus, we can calculate the 
re-order point at Stage 1 and 2 from equation (6), 

 

 

Time 
 

Time 
 

Time 

On-hand stock   at Stage 1  

On-hand and echelon stock at Stage 2  

On-hand stock at Stage 3  

Q
  

nQ  

R 

s2  

 2l  

SS2  

s1  
SS1  

 1l  
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1

0

( )
1

!

Dl Ds

D

D

e l

D

 






   and 

 

1 22 ( )
1 2

0

( ( ))
1

!

D l l Ds

D

D

e l l

D

 


 




                         (6) 

where the lead time at Stage 1 and 2 are constant.  
 
 3. Numerical examples  

 In this section, we use the data from Mitra [5] and 
Wang and Di [6] to illustrate the results as follows. 

 100D  , 100c  , 0.5  , 1 25A  , 2 100A  ,      
3 50A  , 1 2h  , 2 1h  , 3 0.3h  , 1 0.25l  , 

2 0.5l  , 0.05  . 

We calculate the optimal values of average total 
cost, order quantity *Q , number of cycle *n and re-

order point  *
is . The results are showed in Table 1 and 

Figure 3. 

Table 1: The optimal values of average total cost, order  

                  quantity and number of cycle 

 n  Q  ( )E TC  

1 122 10,310 
2 74 10,295 
3 55 10,298 
4 44 10,306 
5 38 10,315 

 

 
Figure 3: ( )E TC  for cycle 1,2,...,5n    

 
 From Table 1 and Figure 3, the result shows that 
minimum average total cost is 10,295 when the 
number of cycle as * 2n   and the order quantity as 

* 74Q  . From equation (6), the optimal re-order 
point of Stage 1 and Stage 2 are 33 and 90, 
respectively. Thus, at Stage 1 when the inventory level 
falls at or below 33 units, an order quantity of 74 units 
will be ordered from Stage 2. At Stage 2, when the 
inventory level falls at or below 90 units, an order 
quantity of 148 units will be ordered from two 
sources, which are 1) Outside supplier 98DnQ    

units and 2) Recovery items at Stage 3 50D   
units. 

We consider the sensitivity analysis of the average 
total cost based on the various values of the fraction of 
demand returned per unit time ( ) , lead time at Stage 

1 1( )l  and Stage 2 2( )l . The results are presented in 
Tables 2-4 and Figures 4-6. 
 1. Table 2 and Figure 4, the average total cost 

( )E TC  increases when the fraction of demand 
returned per unit time ( )  increases. 

Table 2: Effect on ( )E TC  for various values of   

    n  Q  ( )E TC  

0.1 2 79 10,272 
0.3 2 76 10,284 
0.5 2 74 10,295 
0.7 2 71 10,305 
0.9 2 69 10,314 

 

30 50 70 90 110 130
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Figure 4: Effect on ( )E TC  for various values of   

 
 2. Table 3 and Figure 5, the average total cost 
increases when lead time at Stage 1 1( )l  increases.  

Table 3: Effect on ( )E TC  for various values of 1l  

1l  n  Q  E(TC) 

0.1 2 74 10,289 
0.25 2 74 10,295 
0.5 2 74 10,303 

0.75 2 74 10,309 
0.9 2 74 10,311 
1 2 74 10,313 

 

 
Figure 5: Effect on ( )E TC  for various values of 1l  

  
 3. Table 4 and Figure 6, the average total cost is 
the same when lead time at Stage 2 ( 2l ) increases.  

Table 4: Effect on ( )E TC  for various values of 2l  

2l  n  Q  E(TC) 

0.1 2 74 10,295 
0.25 2 74 10,295 
0.5 2 74 10,295 

0.75 2 74 10,295 
0.9 2 74 10,295 
1 2 74 10,295 

 

 
Figure 6: Effect on ( )E TC  for various values of 2l  

 
 4. Conclusions 

In this study, we propose a two-echelon inventory 
system with a single warehouse and a single 
distributor with return items under continuous review 
policy. The demand items and return items are 
dependent and distributed as Poisson distribution with 
constant lead time. The optimal of re-order point, 
order quantity, and number of cycle of order quantity 
that minimize the total cost of the system are 
obtained. Numerical examples are illustrated the 
sensitivity analysis of the average total cost that when 
the fraction between demand and returned and lead 
time at Stage 1 (distributor) are increasing; the 
average total cost of system will be increased. 
Moreover, lead time at State 2 (warehouse) is 
increasing; the average total cost of system is the 
same. 
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Abstract 

The objective of this paper is to compare efficiency between multivariate Shewhart and multivariate CUSUM 
control chart for bivariate copula when observations are exponential distribution. Monte Carlo simulation is used 
to investigate the value of Average Run Length (ARL) and measure the observation dependencies by using 
Kendall’s tau for each copula. The positive and negative dependence was proposed in the case of one and two 
parameter shifts. The numerical results indicate that multivariate CUSUM control chart is an effective alternative 
to the multivariate Shewhart control chart in term of sensitive to the detection of small to moderate shifts. 
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1. Introduction 

Traditionally, Statistical Process Control (SPC) 
charts are widely implemented in monitoring and 
improving quality of production in industry 
manufacturing [1]. Control charts are the simplest type 
of statistical process control procedure. Quality control 
problems in industry may involve more than a single 
quality characteristic. Generally, multivariate detection 
procedures are based on a multi-normality assumption 
and independence but many processes are often non-
normality and correlated. Most of these multivariate 
control charts are generalizations of their univariate 
counterparts [2], such as the multivariate Shewhart 
control chart, multivariate exponentially weighted 
moving average (MEWMA) control chart proposed by 
Lowry et al. [3] and the multivariate cumulative sum 
(MCUSUM) control chart. Multivariate Shewhart 
control chart is used to detect large shifts in the mean 
vectors. The MEWMA and MCUSUM control charts 
are commonly used to detect small or moderate shifts in 
the mean vectors [4]. Many multivariate control charts 
have the lack of the related joint distribution and copula 
can specify this property. The copula approach is a 
popular tool for modeling nonlinearity, asymmetricality 
and tail dependence in several fields; it can be used in 
the study of dependence or association between random 
variables. Copula modeling is based on a representation 
from Sklar’s theorem [5] and it can estimate joint 
distribution of nonlinear outcomes and explain the 
dependence structure among variables through the joint 
distribution by eliminating the effect of univariate 
marginals. A bivariate copula is the simplest case for 
the description of dependent random variables and it 
can apply to control chart [6]. Recently, several papers 
use copula in control chart such as, copula based on 

bivariate ZIP control chart [7-8], copula Markov 
CUSUM chart [9], Shewhart control charts for 
autocorrelated and normal data [10], non-normal 
multivariate cases for the Hotelling 2T  control chart 
[11] and bivariate copula on the Shewhart control chart 
[12].  

This paper presents comparison of efficiency 
between multivariate Shewhart and multivariate CUSUM 
control chart when observations are exponential 
distribution with the means shifts and use a bivariate 
copula function for specifying dependence between 
random variables.  

2. Research Methodology 

 This section consisted of the following 
 

2.1 The multivariate Shewhart control chart 

For multivariate random variables, suppose that x  
and S  are the sample mean vector and covariance of 
matrix, respectively. There are m  samples and p  is the 
number of quality characteristics observed in each 
sample. The Hotelling 2T  statistic is 

 
2T  -1

(x - x) S (x - x)                                    (1) 

where  
1

1 m

i

im 

 x x  and 
1

1 ( )( ) .
1

m

i i

im 

  

S x x x x  

      SPC is usually split into two phases, namely phase I 
and phase II, as explained in Montgomery [13]. For the 

phase I, control limits are 
2

, /2,( 1)/2
( 1)   p m p

m
UCL

m
  


  

and 0LCL   where , / 2,( 1)/2p m p  
 is the upper   

percentage point of a beta distribution with parameters 
/ 2p  and ( 1) / 2m p    (see Tracy et al. [14] and 
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Bersimis et al. [15] ). For the phase II, control limits for 

this statistic are , ,( )2

( 1)( 1)   p m p

p m m
UCL F

m mp
 

 



 and 

0LCL   where , ,( )p m pF 
 is F  distribution with 

parameters p  and ( ).m p    
Note that this article will focus on phase II control 

charts and their performance.  

2.2 The multivariate cumulative sum control chart 

      The multivariate cumulative sum (MCUSUM) 
control chart is the multivariate extension of the 
univariate cumulative sum (CUSUM) control chart. 
The MCUSUM control chart was initially proposed by 
Crosier [16]. The MCUSUM control chart may be 
expressed as follows: 
 

     1/2
1[( ) ]t t tC 

   
-1

t-1 t
S x a (S + x - a)                  (2) 

 

where covariance    and 
tS are the cumulative sums; 

1,  2,  3,t     
 

     
1

0, if  

( ) 1 , if  

t

t

t t t

t

C k

k
C k

C





  
    

 

S
S x a

      (3) 

 

the reference value 0k   and a  is the aim point or 
target value for the mean vector [17]. The control chart 
statistics for MCUSUM chart is 
 

     1/2 ;[  1,  2,  ] 3,t t t tY   
-1

S S                           (4) 
 

The signal gives an out-of-control if  tY h  where h   
is the control limit [18]. 
 

2.3 Copula function 

  The Sklar’s theorem for a bivariate case, let X  and 
Y  be continuous random variables with joint distribution 
function H  and marginal cumulative distribution ( )F x  

and (y),F respectively. Then  ( , ) ( ), ( );H x y C F x F y   

with a copula    
2: 0,1 0,1C   where   is a parameter 

of the copula called the dependence parameter, which 
measures dependence between the marginals. For the 
purposes of statistical method it is desirable to 
parameterize the copula function. Let   denote the 
association parameter of the bivariate distribution and 
there exists a copula .C  Then ( ) ,  F x u ( )F y v  
where u  and v  are uniformly distributed variates [19]. 
This paper focuses on Normal copula and one type of 
Archimedean copulas which is Frank copula [20]. 

     2.3.1 Normal copula 
1 1( , ;  ) = ( ( ), ( );  )NC u v u v     ; 1 1        (5) 

 

where ( , )N u v  is the cumulative probability distribution 

function of the bivariate normal distribution, 1( )u  

and 1( )v  are the inverse of the cumulative probability 
function of the univariate normal distribution. 

    2.3.2 Frank copula 

    For Archimedean copulas, let a class    of functions 
   : 0,1 0,   with continuous, strictly decreasing, 

such that (1) 0,  ( ) 0t    and ( ) 0t   for all 
0 1t   [20-22]. An Archimedean copula of Frank 
copula is generated as follow: 

Frank copula 
1 ( 1)( 1)( , ; ) (1 )

1

u ve e
C u v ln

e

 






 



 
  


               (6) 

where  1( ) ( ) ;    ( , ) \ 0
1

te
t ln

e




 






    


. 

 
2.4 Dependence measures for data 

  Theoretically, a parametric measure of the linear 
dependence between random variables is correlation 
coefficient and nonparametric measures of dependence 
are Spearman’s rho and Kendall’s tau. According to the 
earlier literature, the copulas can be used in the study of 
dependence or association between random variables 
and the values of Kendall’s tau are easy to calculate so 
this measure is used for observation dependencies. 

Let X  and Y  be continuous random variables whose 
copula is C   then Kendall’s tau  for X  and Y  is given 
by 4 ( , ) ( , ) - 1 c C u v dC u v   2

I
 where 

c  is Kendall’s 

tau of copula C  and the unit square 
2  is the product 

   where  0,1    and the expected value of the 

function ( , )C u v  of uniform (0,1) random variables U 
and V whose joint distribution function is ,C  i.e., 

4 [ ( , )] 1c E C U V    [21]. 
Genest and McKay [20] considered Archimedean 

copula C  generated by  , then 
1

0

( )4    +1
( )Arch

t
dt

t








  

where Arch  is Kendall’s tau of Archimedean copula .C  

     2.4.1 Normal copula 

( ) / ( / 2)arcsin   ; [ 1,1]        (7) 
 

     2.4.2 Frank copula 

t
0

1 t1 4   dt  -1  /
e 1



 


 
   

 
 ; ( , ) \{0}     (8) 

 
 
2.5 Average Run Length 

      The performance of a control chart is measured by 
the Average Run Length (ARL). The ARL is classified 
into  ARL0 and ARL1. ARL0 is defined as the expected of 
false  alarm time before an in-control process is taken to 
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signal to be out of control. A sufficient large in-control 
ARL0 is desired. When the process is out-of-control, the 
performance of a control chart is usually used as  ARL1 . 
It is the expected number of observations taken from an 
out-of-control process until the control chart signals that 
the process is out-of-control. Ideally, ARL1 should be 
small. 

 
2.6 Monte Carlo simulation 

 In this paper, we use Monte Carlo simulation for 
ARL calculation by using R statistical software [23-25] 
with the number of simulation runs 50,000. 
Observations were from exponential distribution with 
parameter ( ) equal to 1 for in control process ( 0 1  ) 
and the shifts of the process level ( ) by 0    . The 
process mean are equal to 1.02, 1.04, 1.05, 1.10, 1.25 
and 1.50 with sample size is 1,000.   

The simulation experiments carried out to assess the 
performance of control chart. Copula estimations are 
restricted to the cases of dependence (positive and 
negative dependence). For all copula models, setting   
corresponds with Kendall’s tau. The level of dependence is 
measured by Kendall’s tau values ( 1 1   ). For 
moderate and strong dependence, Kendall’s tau values 
are defined to 0.5 and -0.8, respectively. 

  
3. Research Results  

  The results are presented in Table 1-4 for the 
different values of Kendall’s tau and denoted 1  for the 
variables X  and 2  for the variables .Y  The control chart 
was chosen by setting the desired 0ARL = 370   for each 
copulas. Table 1 and 2 show positive dependence 
( 0)   and Table 3 and 4 show negative dependence 

( 0)  . For example, Table 1 shows moderate positive 
dependence when the shifts in one of exponential 
parameters. In the case of moderate dependence ( 0.5)  , 
for small and moderate shifts 1 2( 1,  1.02 1.10)    , 
the 1ARL  values of Frank copula on MCUSUM control 
chart are less than multivariate Shewhart control chart. 
For large shifts 1 2( 1,  1.25 1.5)    , the 

1ARL values of Normal copula on multivariate Shewhart 
control chart are less than MCUSUM control chart. 
Table 2 shows moderate positive dependence when the 
shifts in both of exponential parameters. In the case of 
moderate dependence ( 0.5)  , for small and moderate 
shifts 1 2(1.02 1.10,  1.02 1.10)     , the 1ARL  
values of Frank copula on MCUSUM control chart are 
less than multivariate Shewhart control chart. For large 
shifts 1 2(1.25 1.5,  1.25 1.5)     , the 1ARL  

values of Normal copula on multivariate Shewhart 
control chart are less than MCUSUM control chart. 
Table 3 shows strong negative dependence when the 
shifts in one of exponential parameters. In the case of 

strong dependence ( 0.8)   , for small shifts 

1 2( 1,  1.02 1.04)    , the 1ARL  values of Normal 
copula on MCUSUM control chart are less than  
multivariate Shewhart control chart. For large shifts 

1 2( 1,  1.25 1.5)    ,  the 1ARL   values of Normal 
copula on multivariate Shewhart control chart are less 
than MCUSUM control chart. Table 4 shows strong 
negative dependence when the shifts in both of 
exponential parameters. In the case of strong 
dependence ( 0.8)   , for small shifts 

1 2( 1.02,  1.02)   , the 1ARL  values of  Frank copula 
on MCUSUM control chart are less than multivariate 
Shewhart control chart.    For small and moderate 
shifts 1 2(1.04 1.10,  1.04 1.10)     ,the 1ARL values 
of Normal copula on multivariate Shewhart control   
chart are less than MCUSUM control chart. For   

1 21.25 1.5,  1.25 1.5     , the 1ARL  values of 
Frank copula on multivariate Shewhart control chart are 
less than MCUSUM control chart.  

 
Table 1: ARL of control chart with Kendall’s tau values equal 

to 0.5 when the shifts in one of exponential 
parameters   

Parameters 
ARL0 and ARL1 

Multivariate Shewhart MCUSUM 

1  2  Normal Frank Normal Frank 

1 1 369.909 369.952 370.017 370.016 

1 1.02 354.200 359.144 355.204 351.755 

1 1.04 339.385 343.251 338.425 336.598 

1 1.05 330.687 334.279 329.892 328.320 

1 1.10 291.963 296.346 291.047 288.525 

1 1.25 193.047 197.586 199.409 195.186 
1 1.5 100.576 105.701 111.201 109.707 

 

Table 2: ARL of control chart with Kendall’s tau values equal 
to 0.5 when the shifts in both of exponential 
parameters   

Parameters 
ARL0 and ARL1 

Multivariate Shewhart MCUSUM 

1  2  Normal Frank Normal Frank 

1 1 369.909 369.952 370.017 370.016 

1.02 1.02 340.598 343.388 337.617 337.262 

1.04 1.04 309.692 315.924 311.937 308.447 

1.05 1.05 297.258 299.862 297.390 295.694 

1.10 1.10 238.900 241.024 240.551 236.408 

1.25 1.25 131.193 132.817 138.760 133.198 
1.5 1.5 61.371 61.971 66.428 64.077 
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Table 3: ARL of control chart with Kendall’s tau values equal 
to -0.8 when the shifts in one of exponential 
parameters   

Parameters 
ARL0 and ARL1 

Multivariate Shewhart MCUSUM 

1  2  Normal Frank Normal Frank 

1 1 370.012 369.959 369.840 369.898 

1 1.02 358.275 357.948 357.675 360.032 
1 1.04 343.146 342.560 340.720 342.948 
1 1.05 331.405 333.608 334.221 335.469 
1 1.10 297.878 298.801 300.079 302.912 
1 1.25 200.245 200.871 212.436 213.616 
1 1.5 106.630 107.303 121.119 122.585 

 

Table 4: ARL of control chart with Kendall’s tau values equal 
to -0.8 when the shifts in both of exponential 
parameters   

Parameters 
ARL0 and ARL1 

Multivariate Shewhart MCUSUM 

1  2  Normal Frank Normal Frank 

1 1 370.012 369.959 369.840 369.898 

1.02 1.02 343.512 344.320 343.811 341.284 

1.04 1.04 316.280 317.664 319.293 318.649 
1.05 1.05 302.046 304.128 308.907 306.131 
1.10 1.10 252.182 252.369 254.984 257.884 
1.25 1.25 147.097 146.783 158.015 159.226 
1.5 1.5 74.906 74.165 80.594 81.915 

 
 

4. Conclusion 

We compare efficiency between multivariate 
Shewhart and multivariate CUSUM control chart for 
bivariate copula when observations are exponential 
distribution by using Monte Carlo simulation approach. 
The results found that multivariate CUSUM control 
chart performs better than multivariate Shewhart control 
chart for small to moderate values of changes and the 
performance of multivariate Shewhart chart is superior 
to multivariate CUSUM chart for large changes. 
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Abstract 

The purposes of research were to present the economic model of fuzzy variable parameters X  control 
charts(FVP) and fuzzy variable parameters X  control charts by weighted variance method (FVP-WV) for non - 
normality data,used Weibull distribution.The performances of the control charts  are  the expected value of all 
expernses per one single unit(ECTU) of time as standard,the results indicated that the production small process 
mean shift the fuzzy variable parameters X control charts by weighted variance method (FVP-WV) have more 
efficocied of the fuzzy variable parameters X control charts (the coefficient of skewness at 0.1, 0.5 and 1.0). 
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1. Introduction 

The fuzzy method were considered and developed  
in the variable parameters X control charts so more  
efficiency. Zadeh[1] was the first person to use fuzzy 
theory with type of data which consisted of human error 
,masuring device and environmental conditions. 
Gullay[2] suggested the  - cut for fuzzy control charts 
for linguistic data. Senturk and Erginel[3] presented the 
fuzzy X R  and  X S control charts using  - cut. 
The methods used in the transformation of fuzzy sets 
into scalars used the  -level fuzzy midrange,see 
Wang[4]. Pongpullponsak and Intaramo[5] apply fuzzy 
theory and control chart to upgrade control charts in 
non-normallity.The topic of the research was 
development of fuzzy extreme value theory control 
chart using  - cut for skewed used data distributions 
for skewed are Weibull , lognormal and Burr’s.The 
effective of control charts are investigated by ARL. 
Pongpullponsak and Panthong[6] studied X control  
charts for variable parameters by weighted variance 
used the fuzzy  method are  - cut and  - level fuzzy 
midrange.Used the triangular fuzzy number(a,b,c) for 
create the limit control charts, data distribution  Weibull 
and lognormal are used  and the average number of 
observations to signal(ANOS), the adjusted average 
time to signal (AATS) and the average time to 
signal(ATS) to determine the efficiency of the control 
charts.  

Actually, the investigation of manufacturing process 
must have been a cost involved such as cost of sampling 
data and cost per unit atc.Yan-Kwang Chen[7] studied  
economic design of control chart  for non-normal data 
using variable sampling policy ,  De Magalh a s et al.[8] 

proposed an economic model for variable parameters 
X control charts used the expected cost per time 

unit(ECTU) for  was used for assessing the efficiency of 
the control charts.For the   skewed data, Pongpullponsak 
and Panthong[9] presented the economic model of 
X control charts using Shewhart method for skewed 

distributions, Weibull , lognormal and Burr’s are used 
for data distribution. 

The objective of this research is to introduce the 
economic model of the fuzzy variable parameters 
X control charts by weighted variance method using 
 - cut under non-normality.  We can use the expected 
cost per time unit(ECTU) investigate the efficiency of 
the X control charts. 

 

2. Research Methodology 

    2.1 Data distribution  
 

 Weibull distribution is continuous distribution 
that is used widely. Let X equal continuous random 
variables that are weibull distribution with 0  and 

0  . 
Density function 

1 ( / )( ; , ) xf x x e
 




 



  ;  0x                (1) 

cumulative distribution function       
      ( / )( ; , ) 1 xF x e

     ;   0x           (2) 
mean 

http://www.sciencedirect.com/science/article/pii/S0925527303003086?_alid=1838222176&_rdoc=6&_fmt=high&_origin=search&_docanchor=&_ct=20095&_zone=rslt_list_item&md5=923c654b2210cf0fab698fd49a085e90
http://www.sciencedirect.com/science/article/pii/S0925527303003086?_alid=1838222176&_rdoc=6&_fmt=high&_origin=search&_docanchor=&_ct=20095&_zone=rslt_list_item&md5=923c654b2210cf0fab698fd49a085e90
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where 
   is scale parameter. 
   is shape parameter. 
In this study  using                                               and                                                    

 
   are relevant with a coefficient of skewness at  
 
.                                                    shown in table 1.         

 

Table 1: A coefficient of skewness and shape 
parameters of Weibull distribution 

Coefficient of skewness        shape parameters          

0.1                                               3.2219 

0.5                                              2.2110 

1                                                  1.5630 

2                                                  1.0000 

3                                                  0.7686 

4                                                  0.6478 

5                                                  0.5737 

6                                                  0.5237 

7                       0.4873 

8           0.4596 

9           0.4376 

 

 

 

2.2  Control charts     

Pongpullponsak and Panthong[6] has developed the 
variable parameters X control charts from fuzzy 
theor. Firstly,A triangular fuzzy number(a,b,c) is used 
for constructing control charts and then the data that are 

necessary are cut by considering  - cut theory.  Then 
the data are transformed by  -level fuzzy midrange. 
The control charts can be writlen as [6] and some of 
sample are as the following : 

 
         2.2.1 The  - cut of fuzzy variable 

parameters X control charts: VP - WV 

                    
 
   
                                                 
 
 
                                                                                            
                              (13)         
   
                               (14)         
 

 

 where  i = 1,2. 

         2.2.2 The  -cut of fuzzy Variable 

parameters X control charts by weighted variance 

method : FVP – WV 

The  -cut fuzzy mean control limits by weighted 
variance method are 

                              (10)         
  
 
 
 
                               
                                                                                                           (12) 
 
 
                              (13)         
  
 
 
 
                                (14)         

where  i = 1,2 

Then, the condition of process control for each 
sample can be defined as  

Process control =     

 

(5) 

(6) 

(7) 
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where                                                                                            

                                                                          (8)                                      
 

 

 

 

 

 

 

 

2.3  The cost  model  

        The expected cost per time unit                 is the 
ratio of the expected cost per cycle          to   the 
expected cycle time           ,  that is  

 
                    (9)                

. 
ECTU  calculation (in case of fuzzy theory) 

 

 
 
                                                                         (10) 
 
the  value  of  used  following  Pongpullponsak[6] 
                                                                       .     
 
AATS  is  the mean time  interval  since a process 

shift  until an alarm occurs.  
 
Determination of n is 
                                                                  ,                     
                                                           (11)      

determination of n is 
 
                                                      (12)      

determination of h is 
                                                         
                                                                             (13)   
 
The parameters calculation based the probability  

0,ip  as follows,   

                                                                       (14)                                                                         
 
where   M  is  non-normal random variable  

 
                                                                        (15) 
 

 
Determination of             is 

 
 
 

                                                                             (16) 
determination of            is 

                                
                                                                  .            (17) 
 
Therefore                is 

 
 
                                                                 .        (18) 
 
 
                                                                          (19)                                             

 
determination of              is                  

 
 
 

                                                                                  (20)           
determination of             is 

                                
                                                                                   (21) 
 
 determination of              is           

                                
 

                                                                              (22)                                                               
 
 

3. Research Results and Discussion 

         
     The objective of this research is to compare the 
efficiency of FVP and FVP-WV control charts using 

cut    under non-normality  is  Weibull distributions 
used coefficient of skewness  and  
  
 
   
 

The procedure is repeated 10,000 times. From  this 
study, it showed values of parameters ECTU to 
compare coefficient of control chart when mean shifts 
occurred in the process  = 0.0 ,  0.5 , 1.0 , 1.5 , 2.0 , 
2.5 and 3.0. the result are as : 

 
 
 
 
 
 
 
 
 

( ) .
( )

E C
ECTU

E T

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Figure 1:  The economic performance of FVP and FVP WV   
              under Weibull distribution


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Figure 1(continous) :  The economic performance of FVP and FVP WV   
              under Weibull distribution



 

 

 

 

 

 

 

 

 

 

 

 

 

 

From fig 1. a , b and c  the process  mean shift (0 , 
0.5 and 1.0 ) have a similar values.The part of process 
mean shift (1.5-3.0) have a more different ECTU of 
FVP-WV method  less than FVP method. 

4.Conclusions 

 The aim of this research was to introduce the 

economic model of fuzzy variable X control 

charts(FVP) and  the fuzzy variable X control charts 
by weighted variance method (FVP-WV)  using fuzzy 
theory ; - cut  and    -  level fuzzy midrange. 

Form results,If the process mean shift less than or 
equal to 1 then the ECTU will receive similar value but 
ECTU have a more different value then  the process 
mean shift greater than 1 same as coefficient of 
skewness. In further study, we may study from other 
non-normal distributions such as Lognormal 
distribution, Burr's distribution and Gramma 
distribution, using other control charts. 
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Economic Design of the New Variable Parameters Hodges-Lehmann 
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Abstract 

In the distribution free process control, the original control limits of the Hodges-Lehmann estimator (HLE) 
control chart (HLC) are the median of Walsh averages at predetermined locations of the Wilcoxon signed rank 
statistics (WSR). This study uses the new proposed control limits derive from the distribution of the HLE which 
are the valid Type I and Type II probabilities for the known process distributions.  The 7 shifts of  0, 0.5,1, 1.5, 2, 
2.5 , and 3 times of standard deviation  for the symmetric standard normal distribution are included in this study.  
The economic cost per time unit (ECTU) of the variable parameters HLC results from the new HLC charting 
technique is also in the same range as in the Shewhart X chart  and ECTUs are decreasing while the mean shifts 
are increasing. The Hodges-Lehmann estimator control chart is an alternative control chart for the process that 
requires the robust to outliers in measure of central tendency, but the Walsh average needs more computation 
steps. 

Keywords: Economic design, Hodges-Lehmann estimator, Variable parameters control chart, Walsh average, Wilcoxon    
                   signed rank 
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1. Introduction 
The parametric traditional Shewhart type X chart  

with the normality assumption had been developed by 
Dr. Walter A. Shewhart since 1920s [1]. But normality 
is the exception rather than the rule and was often not 
justified in the statistical practice especially in the field 
of health sciences [2] and in quality control operations 
which encounter many quality characteristics, the 
process data may not always follow the normal 
distribution [3]. Besides distribution-based procedures, 
a branch of statistic known as nonparametric statistics 
or distribution-free statistics is used when the 
population from which selected samples are not 
normally distributed or normality cannot be met. A 
nonparametric model is the one in which no assumption 
is made about the process distribution, the only 
assumption made about the observations is that they are 
independent identically distributed (i.i.d.) from an 
arbitrary continuous distribution [4].  

In a distribution free inference, whether for testing 
or estimation, the methods are based on functions of the 
observation, which does not depend on the specific 
distribution function of the population from which the 
sample was drawn [5]. By definition of the distribution-
free control chart in statistical process control, the in 
control average run length (ARL0) is the same for every 
underlying process distribution [6]. 

The Hodges–Lehmann estimator (HLE) was 
proposed originally for estimating the location 
parameter of one-dimensional populations in 1963 [7]. 
It has been used to estimate the differences between the 
members of two populations, and also has been 
generalized from univariate populations to multivariate 

populations.  HLE is based on the Wilcoxon signed-
rank statistic. In statistical theory, it was an early 
example of a rank-based estimator, an important class 
of estimators both in nonparametric statistics and in 
robust statistics [8]. 

The "Hodges–Lehmann" statistic estimates the 
location parameter for a univariate population. For a 
dataset with n measurements, its Cartesian product with 
itself has n(n + 1)/2 pairs, including the pair of each 
item taken twice. For each such pair, the mean is 
computed; finally, the median of these n(n + 1)/2 
averages is defined to be the Hodges–Lehmann 
estimator of location. 

The HLE is the nonparametric statistic that has very 
robust to outliers [9] and is widely used in clinical trial 
medical research [10-12], pharmacy research, drug 
simulation [13] and bioequivalent study [14], even in a 
drug annotation also has the statement “the Placebo 
Corrected Median Treatment Effect  (Hodges-Lehmann 
estimate with 95% CI)”, and water resources quality 
survey [15]. The processes that need robust to the 
outliers feature are also in biochemical to banking 
industries. 

The Hodges-Lehmann estimator control chart (HLC) 
is different from another nonparametric statistics in 
hypothesis testing by associating HLE to the Wilcoxon 
signed rank statistic (assuming that the locations of the 
Walsh average have the Wilcoxon signed rank 
probability mass function) while another use the 
distribution of the test statistics directly. For example; 
the Sign test (the Mann-Whitney) control chart uses the 
binomial (the Mann-Whitney) distribution. 
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For a known process data distribution, the 
performance of the HLC will not be conformed to their 
associated Wilcoxon signed rank probability mass 
function [16]. 

In this study, Section 2 demonstrates the new 
Hodges-Lehmann estimator control limits and the 
economic design for the new variable parameters 
Hodges-Lehmann estimator control chart (VpHLC).  
Section 3 explains simulation steps in computing the 
economic cost per time unit (ECTU) of the VpHLC, and 
the process distributions which are represented by the 
standard normal with the process mean shifts in δ  
times of standard deviation (δ = 0.25, 0.50, 0.75, 1, 1.5, 
2, 2.5, and 3) and their computational results. Section 4 
presents conclusion and suggested further study.  
 

2. Research Methodology  
 
2.1 The Hodges-Lehmann estimator Control Charts  
 
2.1.1 The original  Hodges-Lehmann estimator 
control charts 
The Shewhart-type chart for the Hodges–Lehmann 

estimator  based on the Hodges–Lehmann estimator and 
the associated confidence interval are based on the order 
statistics instead of traditional measures of mean and 
dispersion [17].  

Let 1 2, ,..., nx x x  be a random sample of sample 
size = n , 

 M ( 1) / 2n n= + , 
The Walsh averages  Wr  for 1, 2, ..., Mr = , 

2
i j

r
x x

W ⎛ ⎞
⎜ ⎟
⎝ ⎠

+
=            (1) 

for i j≤ , 1, 2, ...,i n= , 1, 2, ...,j n= . 

The Hodges-Lehmann estimator  H  is defined as 
the median of the Walsh averages for the sample.  

1

1

                    if M is odd

( )/2        if M is even
l

l l

W

W W
H +

+

⎧⎪
= ⎨

+⎪⎩
     (2) 

where 

{M/2                if M is odd
(M-1)/2           if M is even

l = . 

Using the connection with Wilcoxon signed-rank 
statistic (WSR) [18], the positions of the two ordered 
Walsh averages determine the control limit values. The 
100(1–α )% confidence interval for H is given by the 
following order statistics of the Walsh averages 

( ) ( )( )/2, 1 /2,
,WSR WSRn n

W W
α α

⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠

 

where ( )/2,WSR n
W

α
⎛ ⎞
⎜ ⎟
⎝ ⎠

 is the Walsh average at the 

Wilcoxon signed rank location that corresponds to the 
sample sizes n  at left-tail probability α /2.  

 

2.1.2 The new Hodges-Lehmann estimator control 
charts using the Hodges-Lehmann estimator probability 
distribution 

The new proposed Hodges-Lehmann estimator 
control chart is using probability distribution of the 
Hodges-Lehmann estimator itself in constructing the 
control limits.  In the case of unknown process variable 
distribution, the control limits from Wilcoxon signed 
rank are the Hodges-Lehmann estimator control chart in 
subsection 2.1.1 which is the original implementation 
that the performance of the control chart also assumed 
to be fixed with the Wilcoxon signed rank distribution.  
But if the process variable has its own distribution, the 
Hodges-Lehmann estimator control chart should test 
hypothesis against its distribution vis-à-vis the Shewhart 
X  chart tests the sample X  statistic against the 

probability distribution of  X . 
- Determine the Type I error probability and the 

probabilities in the central region, warning regions, and 
the action regions. 

- Determine the sample size = n . 
- Compute 100,000 Hodges-Lehmann estimators 

from the random numbers of sample size n generate by 
the given distribution and sort them in ascending order. 

- Identify the control limits, the two action limits 
(the lower action limit ( k− ) and the upper action limit 
( k+ ) and the two warning limits (the lower warning 
limit ( w− ) and the upper warning limit ( w+ ) from the 
locations correspond to the given probabilities of the 
100,000 sorted Hodges-Lehmann estimators.  For 
example, given the probability α=0.0027 (as at ±3σ in 
the standard normal distribution), the locations at α/2 
and 1-α/2 for the lower control limits k− and the upper 
control limits k+  and  are 136 and 99,865 (99,865 = 
100,000 - 135) [16]. 

 
2.2 Economic Design of the new Variable 

Parameters Control Charts 
The economic design of a variable parameters X  

chart proposed by De Magalhães, Epprecht and Costa 
[19] is applied to this new variable parameters Hodges-
Lehmann estimator control chart. The probability 
distribution of Hodges-Lehmann estimator within the 
control limits ( k±  or w± ) (and also the transition 
matrix) can be achieved by simulation, then the 
economic cost per unit time (ECTU) can be solved by 
determining the policy-dependent input scenarios: the 
probability by regions (central, warning, and action), 
sample sizes, and sampling intervals of the regular and 
tight control schemes to generate target dual scheme 
variable parameters solutions.   

 
 
Nomenclature 
1/ λ   the mean time the process stays in control 

which is exponentially distributed with this mean 
δ    shift in the process mean μ0 to μ0+δσ 



Vadhana Jayathavaj and Adisak Pongpullponsak  / ICAS2015, July 15-17, 2015, Pattaya, Thailand 

International Conference on Applied Statistics 2015  232 

1δ   indicator variable (1, if production continues 
during searches, 0 otherwise) 

2δ   indicator variable (1, if production continues 
during repair, 0 otherwise) 

1 2,n n  sample sizes of scheme 1 and 2 (smaller and 
larger sample sizes) 

1 2,h h  sampling intervals of scheme 1 and 2 (larger 
and smaller sampling intervals) 

1 2,k k± ±  action limits of scheme 1and 2 (regular 
and tight control) 

1 2,w w± ±  warning limits of scheme 1and 2 (regular 
and tight control)  

0p   probability that the Hodges-Lehmann 
estimator falls in the central region ±w1 or ±w2, the 
scheme 1 is used for the next sample 

( )0p δ probability that the Hodges-Lehmann 

estimator falls in the warning region [ )1 1,k w− − or 

( ]1 1,w k+ +  or [ )2 2,k w− − or ( ]2 2,w k+ +  then the scheme 
2 is used for the next sample  

ijp  an element of transition matrix from scheme i 
to scheme j 

0C   the costs per hour due to nonconformities 
produced while the process is in control.  
  1C   the costs per hour due to nonconformities 
produced while the process is out of control. 

Y    the cost per false alarm 
a    fixed cost of sampling per sample 
b    variable cost of sampling per unit sampled.   
W    cost of finding and repairing an assignable 

cause 
A   a random variable representing the length of 

the interval in which the shift occurs 
R   the time from the process shift until the first 

sample after shift 
  the time since the first sample after the shift 

until an alarm 
T '   represent the time from last sample before the 

shift until the process shift 
*T   expected time to discover the assignable 

cause 
**T   expected time to eliminate the assignable 

cause 
G    mean time to take a sample and chart it  
N   the number of samples taken before the 

process shift 
s ( 's )  the average number of samples drawn while 

the process is in control (out of control) 
n ( 'n ) the average sample size while the process is 

in control (out of control).   
 'h   the average time between samples while the 
process is off target 

AATS  the adjusted average time to signal 
The expected cost and expected time are as follows, 
 

      

( )
( )

( ) ( )

0

1 1 * 1 **

' '

   

             + 

           ( )
a

CE C

C AATS E T T T

YE F W a bn s a bn s

λ
δ δ

=

+ + +⎡ ⎤⎣ ⎦
+ + + + + +

. (3) 

( ) ( )1

'
* **

1( ) 1

           

faE T E T

AATS n G T T

δλ= + −

+ + + +
.     (4) 

 
The computational steps are as follows:  
(i) Determine the parameters (policy-dependent 

variables) of the dual scheme variable parameters 
control chart: 1n , 1h and the probability by region 
(regular scheme : small sample size with large sampling 
interval and small warning region), and  2n , 2h  and 
probability by region (tight scheme : larger sample size 
with smaller sampling interval and larger warning 
region). 

(ii) Compute the control limits (action and warning 
limits) correspond to the desired probability by region 
for each scheme from the given process data 
distribution (without shift (δ =0) or the process is in 
normal operation) by 

- Generate 100,000 Hodges-Lehmann estimators H  
- Choose the Hodges-Lehmann estimator at the 

location correspond to the given probability by region to 
be the Hodges-Lehmann control limits (– k , - w , + w , 
+ k ). 

(iii) Generate 100,000 Hodges-Lehmann estimators 
from the given process data distribution including the 
desired shift (δ ) with the sample size 1n  and 2n . 

Finding the transition matrix, the probability of 
scheme 1 

11p   – number of the Hodges-Lehmann estimator 
plot within action limits of scheme 1 divided 
by 100,000 

12p    – number of the Hodges-Lehmann estimator 
plot within warning region of scheme 1 
divided by 100,000 

  and also for 21p and 22p  of scheme 2 
(iv)  Compute 'n  from 1n , 2n , and 0p  
        Compute 'h  from  ( )0p δ  

0p derives from 11p  and  12p  when 0δ = which 

  0p  
( )
( )

1 1 1 1

2 2 2 2

|

|

p w H w k H k

p w H w k H k

= − < < − < <

= − < < − < <
 and  

( )0p δ derives from 11p  and  12p  when 0δ > which  

( )0 ( ( ( ))

               ( ( )) )
i i

i i

p p w H x w

k H x k

δ δ

δ

= − < <

− < <
 

( ( ))H x δ is the HLE derived from the shifted process. 
  
(v) Compute ( ) ( )ATTS E R E S= +  by  
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      Calculate ( )E R from 1 2, ,h hλ  
and ( )E S  from 1 2 0 11 12 21 22, , , , , , ,h h p p p p pλ   
(vi) Compute 's  from  ' '

1 2 * **, , , , , , ,AATS n h G T Tδ δ  
(vii) Compute ECTU  by substituting the input 
variables into ( )E C  and ( )E T  in equation (3- 4).  
All models in this study are designed in MATLAB 

using custom scripts [20] and MINITAB [21]. 
 

3. Research Results and Discussion 

3.1 The economic design scenarios 

3.1.1 Control schemes 

The regular scheme (R) has the probabilities in 
central, warning, and action region follows the 
traditional parametric Shewhart X chart which derived 
from ±3σ and ±2σ for action limits and warning limits 
respectively.  The probabilities for central, warning, and 

action region are 0.97725, 0.02005, and 0.00270 
respectively.  The three tight schemes T5, T10, and T15 
are as follows,     

T5 – Reduce in control region (central + warning) 
by 5% from the regular scheme, the action region 
increased by 18.10 times from 0.0027 to 0.0516. 

T10 - Reduce in control region by 10%, increase 
warning by 5%, then central region decreased by -10%,  
from the regular scheme, the action region is increased  
by 36.94 times from 0.0027 to 0.1024.  

T15 – Reduce in control region by 15% %, increase 
warning by 10%, then central region decreased by -
16%,  from the regular scheme, the action region is 
increased  by 55.41 times from 0.0027 to 0.1523.  

The detailed probabilities classified by regions, the 
location of Hodges-Lehmann estimator corresponding 
to the given probabilities are shown in Table 1. 
 

 
 

Table 1  Probabilities classified by regions and locations for the new control limits 

  
 

Region probability 
Location at  
100000 HL Estimators 

 

Scheme Central Warning Action -k -w +w +k  

R-Regular 0.9773 0.0201 0.0027 135 1138 98863 99865 
 

T5-5% tight 0.9294 0.0191 0.0516 2579 3532 96468 97421  

change from R -5% -5% 1810%  

T10-10% tight 0.8765 0.0211 0.1024 5122 6174 93826 94879  

change from R -10% 5% 3694%  

T15-15% tight 0.8257 0.0221 0.1523 7615 8718 91283 92385  

change from R -16% 10% 5541%          

 

3.1.2 The underlying process distribution 
The process data in this study are the standard 

normal distribution ( (0,1)N ). 
Assumes that X  to be the normal process variable 

with mean μ and standard deviation σ , ( , )X N μ σ∼ , 
the change variable ( ) /z x μ σ= −  converts X  from  

( , )N μ σ random variable into (0,1)N random variable. 
 
3.1.3 The process parameters 
The parameters are arranged as follows, 
- 7 shifts in times of standard deviation, 
- 6 combinations of probability by region or control 

limit (3 from n1=5, n2=5,10,15 and 3 from n1=10, 
n2=10,15,20) as shown in Table 2, 

- 9 sampling intervals by fixed h1 at 1.00 and vary 
h2=0.75, 0.50, 0.25, and 0.10, and fixed h2 at 0.10 and 
vary h1=2.00,1.50,0.75,0.50, and 0.25 as shown in Table 
3.   

 
 

 

Table 2  Six dual scheme combinations of variable parameters 
Hodges-Lehmann estimator control charts  

Regular n1 Tight n2 

R  5 T5 5 
R 5 T10 10 
R 5 T15 15 

R 10 T5 10 
R 10 T10 15 
R 10 T15 20 

 
 

Total combination of variable parameters control 
charts to compute economic cost per time unit (ECTU) 
are 6 (Vp combinations) x 9 (dual sampling intervals) = 
54 for each shift.   
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Table 3  Nine sampling intervals for variable parameters 
Hodges-Lehmann estimator control charts  

h1 h2 

1.00 0.75 
1.00 0.50 
1.00 0.25 
1.00 0.10 
1.50 0.10 
2.00 0.10 
0.75 0.10 
0.50 0.10 
0.25 0.10 

 
 
3.1.4 Costs and Times 
The input data come from foundry operations, where 

sample of molten iron are taken to monitor the carbon-
silicate content periodically from Lorenzen & Vance 
[22].  

G=T*=T0=5/60     T**=45/60   
1/λ=50 
C0=$114.24/hour  C1=$949.20/hour 
Y=W=$997.40      a=0; b=$4.22    
δ1=1; δ2=0. 
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Figure 1: The economic cost per time unit of variable 

parameters Hodges-Lehmann estimator control chart with 
N(0,1) using (n1,n2,h1,h2)=(5,10,1,0.1) and control 
limits=Regular and 5% tight 

 
3.2 The economic design results 
The numerical example for the economic cost per 

time unit ( ECTU ) of new variable parameters Hodges-
Lehmann estimator control chart with N(0,1) using 
(n1,n2,h1,h2)=(5,10,1,0.1)  and control limits=Regular 
(R) and 5% tight (T5) are shown in Table 4 and Figure 
1.  The ECTUs of R &T5 are decreasing while the shifts 
are increasing.  The ECTU values are in the same range 
from the original study [19]. 

 

Table 4 Numerical examples for the economic design of variable parameters Hodges-Lehmann estimator control charts for 
Standard Normal Distribution N(0,1) 

Regular 
5% 
Tight 

 
 

Shift n1 h1 -k1 -w1 w1 k1 n2 h2 -k2 -w2 w2 k2 ECTU 

0.0 5 1.00 -1.3942 -1.0606 1.0589 1.3976 10 0.10 -0.6387 -0.5940 0.5915 0.6392 841.81 

0.5 5 1.00 -1.4047 -1.0718 1.0541 1.4028 10 0.10 -0.6330 -0.5888 0.5949 0.6404 366.70 

1.0 5 1.00 -1.3934 -1.0625 1.0588 1.3976 10 0.10 -0.6365 -0.5896 0.5923 0.6360 196.04 

1.5 5 1.00 -1.3870 -1.0421 1.0565 1.3901 10 0.10 -0.6366 -0.5901 0.5934 0.6390 180.45 

2.0 5 1.00 -1.4086 -1.0610 1.0605 1.4044 10 0.10 -0.6412 -0.5946 0.5939 0.6388 180.07 

2.5 5 1.00 -1.4014 -1.0604 1.0550 1.3722 10 0.10 -0.6415 -0.5936 0.5916 0.6380 181.05 

3.0 5 1.00 -1.4074 -1.0631 1.0611 1.3823 10 0.10 -0.6386 -0.5919 0.5913 0.6367 183.18 
 

 
 
3.3 The minimum economic design for the standard 

normal distribution 
The minimum economic cost per time unit  (ECTU) 

from the total 54 combination of variable parameters 
control charts for each shift (δ) for the standard normal 
distribution is shown in Table 5 and Figure 2.   

 
 
 
 
 

4. Conclusion 

For the economic design, the use of Hodges-
Lehmann estimator probability distribution in finding 
the control limits through simulation, this method is 
able to compute the valid process probability when the 
shift occurs (both Type I error and Type II error, and the 
transition matrix in variable parameters control chart), 
this lead to make economic cost per time unit (ECTU) 
computation possible.   
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Figure 2 Minimum economic cost per time unit of variable 

parameters Hodges-Lehmann estimator control chart for each 
shift of N(0,1) 

 

Table 5 Minimum economic cost per time unit of Variable 
Parameters Hodges-Lehmann estimator control charts for the 

standard normal distribution 

Shift n1 h1 n2 h2 VP ECTU 

0.00 5 0.25 5 0.10 R&T15 593.50 

0.50 10 1.00 20 0.10 R&T15 261.86 

1.00 5 1.00 10 0.10 R&T15 194.10 

1.50 5 1.50 5 0.10 R&T10 173.10 

2.00 5 2.00 5 0.10 R&T15 168.80 

2.50 5 2.00 5 0.10 R&T5 168.60 

3.00 5 1.50 5 0.10 R&T15 168.90 
 

The minimum ECTU of variable parameters 
Hodges-Lehmann estimator control chart from the 
predetermined deterministic policy-dependent inputs 
scenarios – the probability by control regions (the 
control limits – warning and action limits), the sample 
sizes, the sampling intervals, when the shift is 
increasing from 0.5, 1, 1.5, 2, 2.5 and 3 times of 
standard deviation, the ECTU’s are decreasing. 

Even though the Hodges-Lehmann estimator has 
more computations (the median of Walsh averages has 
many more computations than another tests), the robust 
to outliers feature will still persuade the quality 
controllers in implementing the Hodges-Lehmann 
estimator to their operations 

The asymmetrical shape of underlying process 
distribution and the optimal economic design are the 
subjects for further study. 
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Abstract 

The third party logistics services provider (3PL) companies continuously develop and take 
important role in supply chain system. They need to keep improving their firm performance to stay 
competitive. Literature shows many evidences about the link of employee’s attitude and firm 
performance. In this research paper, we investigate the impact of driver’s attitude on trucking 
companies’ performance. We aimed to answer two questions: Does driver’s attitude influence to the 
firm operational performance in term of transportation efficiency?  And does driver’s attitude mediates 
the relationship between transportation efficiency and profitability? In this research, the survey is 
constructed consisting of three sections, the demographic of the firm, the driver’s attitude and the firm 
operational performance and profitability. Survey data collected from top management of 86 trucking 
companies in Thailand during December 2013 to January 2014. The interesting results are consistent 
with literature when driver’s attitude positive impact on transportation efficiency and it’s also mediate 
the relationship between transportation efficiency and firm profitability. 

 
Keywords: driver’s attitude: logistics services provider: trucking firm: performance 
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1. Introduction 

The continuous enhancing of competition in 
market nowadays is spurring organizations to make 
their performance better in order to keep 
distinction with competitors. This challenge effects 
on all kind of organization includes manufacturers, 
service suppliers or even outsourcing suppliers. To 
deal with that challenge, organization need to 
delivering greater efficiency, quality and more 
flexibility of services. In other words, company 
need to improve their operational performance 
which makes increasing of their financial 
performance. 

There are one way that companies nowadays 
prefer to use is to outsource their extra work to 
others outsourcing firm like logistics service 
providers, to concentrates on their core 
competences. This trend open a new opportunity to 
logistics company to get more customer but they 
also faces with more competitive in order to get 
long term commitment or long term contract with 
customer. Hence, again logistics service providers 
also have to join the race of all other organizations, 
enhancing their performance. 

Literature shows evidences that quality of work 
and employee engagement can influence on 
outcome of organizations, working quality leads to 
product improvement [1]. Employees’ attitude, 

behaviors, and employees’ justice perceptions 
connect to the work performance and hence 
outcome of firm [1].  

This research aim to find whether driver’s 
quality which is in term of driver’s attitude about 
their work influences on trucking firm performance 
or not. So we collect related information from 
trucking company in logistics association in 
Thailand who have responsibility to supply 
trucking service from consignor to consignee for 
analyzing. 

 
2. Literature review 

2.1 Logistics organization performance 

There are many different performance 
definition based on company activities area. In 
general, firm performance was classified into two 
categories: operational performance which 
measures the outcomes of organization’s process 
such as reliability, speed of delivery and quality of 
service and financial performance which measures 
gross profit margin, return on sales, operating 
profit margin return on assets, return on equity, and 
accounts receivable turnover, current ratio, and 
debt ratio, return on investment [2]. 

For logistics services point of view, operational 
performance was measured by delivery efficiency 
(includes: expedited shipment, short delivery lead-



Lan Thi Ngoc Le, Chawalit Jeenanunta / ICAS2015, July 15-17, 2015, Pattaya, Thailand 

International Conference on Applied Statistics 2015  238 

time, on time and accurately delivery), quality 
(includes: customer satisfaction rate, lower 
customer complain, undamaged delivery), 
flexibility (includes: accommodate special or non-
routine requests, handle unexpected events, 
provide quicker response to customers), cost 
(includes: low overall operating cost, the rate of 
utilization of facilities/equipment/ manpower), 
innovation (includes: aggressiveness in increasing 
the value-added content of services, aggressiveness 
in the reduction of order cycle time, provide new 
and better services) [2-4]. Financial performance 
was measured differently even though in logistics 
sector, it depend on purpose of company or 
research. In general, financial performance 
measured using dimensions above. 

2.2 Employee’s attitude, driver’s attitude and 

firm performance 

This paper aims to examine the impact of 
driver’s quality in term of their attitude and their 
adoption attitude in work to firm performance of 
trucking firm in Thailand.  

Prior research found many evidences about the 
role of employee to their firm performance. The 
research of Ellinger, Ketchen [5] proposed that 
employee with high working skilled influence on 
both employee and organizational performance.  

The research of Wang, Tsui [6] supposed that 
employees’ attitude can influence on firm 
performance by increasing their own work 
performance.  

A numerous research found that there are 
positive relationship between general workplace 
attitudes and service intentions, customer 
perceptions and individual performance outcomes. 
The way employees treat can positive effect on 
their action, then effect on their performance [7-
10]. Positive relations between employee attitudes, 
organizational unit performance, customer 
satisfaction, and turnover was found by RYAN, 
Schmit [11]. 

In particularly with trucking activities, there are 
many finding argued that driver’s attitude impacts 
on performance of drivers in their driving process. 
Mirzaei, Hafezi-Nejad [12] said that drivers’ 
knowledge, attitude and practice regarding traffic 
regulations effect on road traffic crashes. Drivers 
with higher knowledge, safer attitude, and safer 
practice were associated with a decreased number 
of road traffic crashes. The increasing of education 
and awareness in relation to safe driving behavior, 
road rule can improve safety [13]. Driver with 
higher driver anger, sensation seeking, urgency, 

and with a lack of premeditation and perseverance 
in daily activities have riskier driving acts [14]. 
These evidences argued that drivers’ attitude do 
have influence on driving risk, and traffic crashes, 
then influence on driving performance.  
 

3. Methodology 

3.1 Measurement 

Based on the literature review and results from 
interviewing 10 experts who are top management 
on logistics firms in Thailand and experts working 
on logistics research center in Thailand and Japan, 
we measure transportation efficiency for trucking 
firm which is the improvement of six dimensions: 
transportation volume per truck, load efficiency 
(actual loading capacity per maximum load 
capacity), laden miles (driving distance carrying 
cargo / total driving distance), usage efficiency 
(Total days trucks are actually utilized / Total days 
trucks are available), delivery in full on time, and 
number of damages or losses of cargos. For 
financial performance, we measure by using the 
improvement rate of profitability. For the driver’s 
attitude measurement, we measure the level of 
driver’s attitude on five following categories: 
Consciousness about safe driving, compliance with 
road traffic laws and other laws related to trucking 
industry, compliance with your firm’s 
rules/manuals for driving, understanding about 
customer requirements, and implementation of 
“5S”. All of these will be measured by using the 5-
point Likert scale. The type of goods that trucks 
handle may effect on the firm transportation 
efficiency and firm profitability, hence we use 
“type of goods trucks handle” to control the model. 

3.2 Sample 

The trucking company list is from Siam List 
Database Marketing Company which contains 
13,418 logistics companies and the additional 
9,607 logistics companies are from the ministry of 
transportation. We randomly selected 200 
companies from the list and send the mail 
survey.  In total we received 86 responses where 
14 responses via mail, 25 responses via phone, and 
47 responses via in-person survey 

 
3.3 Model and hypothesis 

We assume that operational performance 
positive influences on financial performance in 
trucking firm, and driver’s quality positive 
influences on operational performance. Hence, we 
set three hypothesis: H1+ Driver’s attitude positive 
influences on transportation efficiency, H2+ 
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driver’s attitude positive influence on profitability, 
and H3+ driver’s attitude mediates the positive 
relationship between transportation efficiency and 
profitability.  

The figure 1 shows the total image of this 
paper. 

 
 
 
 
 
 
 
 
 
 

 
Figure 1: Research model 

 
3.4 Statistical method 

The first step, we use reliability test to warrant 
the appropriate of item, reliability is usually 
expressed on the basis of the Cronbach’s alpha 
coefficient (reliability coefficients). Levels of 0.70 
or more are generally accepted as representing 
good reliability [15]. After that, we use correlation 
and simple regression to find the relationship 
between factors. 

The pairwise approach was used for addressing 
missing data in this study in order to maximize the 
use of valid data [2]. 
4. Results and analysis 

4.1 Data description 

Form of firms in our survey consist individual 
proprietor, juristic partnership and company 
limited form. Number of each type of firm is quite 
equal (35, 27 and 22, respectively). Most of firm in 
the survey have capital less than 25 million Thai 
Baht with 81.4%, only 5.9% companies have 
capital over 25 million Baht. Almost companies in 
this survey have number of employees less than 50 
including driver with 83.7%, the rest has number 
of employees over 50 with 15.1%. Top 
management education of these companies was 
divided into two equal group with 48.8% of them 
have bachelor degree or less than it, and 46.5% of 
them have master degree or over.  The table 1 
below shows in detail the demographic of firms 
which are interviewed in our survey. 
  
 
 
 

Table 1: Demographic of respondent  
    Frequency % 
Form of legal 
organization 

Individual 
proprietor 35 40.7 

 
Juristic partnership 27 31.4 

 

Company limited, 
Public company 
limited 

22 25.6 

Capital 
(THB) 

   
 

5 million or less 37 43.0 

 
6-25 million 33 38.4 

 
Upper 25 million 5 5.9 

Number of 
employee 

   
 

Less than 25 41 47.7 

 
From 25-50 31 36.0 

 
upper 50 13 15.1 

Education of  
top manager 

   

 

Bachelor degree and 
less 42 48.8 

  
Master degree and 
upper 40 46.5 

 
4.2 Reliability test 

The instrument from driver’s attitude group and 
transportation efficiency group have high level of 
reliability with Cronbach’s alpha quite high 0.895 
and 0.83, respectively. Hence, the instrument for 
these two group are appropriate for analyzing. The 
table 2 shows in detail results of reliability test. 

 
Table 2: Reliability test result 

  
Number 
of item 

Cronbach's 
alpha 

Driver's attitude 5 0.895 
Transportation 
efficiency 6 0.830 

 
After doing factor analysis, 6 item of transportation 
efficiency was eliminated in one group. Factor 
loading of each item is over 0.5, then all of them 
can representative for the factor [16]. The Kaiser – 
Meyer – Olkin (KMO) measures 0.738, exceeding 
the recommended figure of 0.6, so the factor 
analysis can be used. Detailed result was showed in 
table 3 below. 
 
 
 
 
 
 
 
 

Driver’s 
attitude 

Transportation 
efficiency 

Profitability 
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Table 3: Factor analysis for transportation efficiency-
factor loading and Kaiser-Meyer-Olkin test 

 Transportation efficiency 
Factor 
loading 

 
1.Transportation volume per truck 0.683 
2. Load efficiency 0.712 
3. Laden miles 0.813 
4. Usage efficiency 0.848 
5. Delivery in Full on Time 
(DIFOT) 0.783 

6. Number of damages or losses of 
cargos 0.588 

Kaiser-Meyer-Olkin Measure of 

Sampling Adequacy 
0.738 

 
Similarly, the table 4 shows in detail the factor 
analysis of driver’s attitude. Five items were 
eliminated into one group, each item represent 
highly for driver’s attitude factor with factor 
loading over 0.8. KMO measures 0.822 ensure that 
this factor analysis can be good for using. 
 

Table 4: Factor analysis for driver’s attitude 
measurement - factor loading and Kaiser-Meyer-

Olkin test 

Driver's attitude 
Factor 
loading 

 
1. Consciousness about safe driving 0.808 
2. Compliance with road traffic laws and 
other laws related to trucking industry 0.912 

3. Compliance with your firm’s 
rules/manuals for driving 0.870 

4. Understanding about your consignees’ 
businesses and needs for logistics 0.833 

5. Implementation of so called “5S” 0.803 
Kaiser-Meyer-Olkin Measure of 

Sampling Adequacy 
0.822 

 
4.3 Statistics descriptive and inter-correlation 

The table 5 below (appendix) shows 
information about descriptive of data collected in 
driver’s attitude group and operational 
performance with its mean and standard deviation, 
this table also shows the inter-correlation between 
factors in these two groups. 

The first fifth factors belong to driver’s attitude 
group which have mean fluctuate from 3.41 to 
3.77. Its means lie between “average scales” and 
“above average scales” but near to the “above 
average scale”. The after sixth factors have means 
fluctuate from 3.09 to 3.22, its means also lie 
between “average scales” and “above average 
scales” but near to the “average scale”. 

The correlation between driver’s attitude and 
operational performance is showed in bold number. 
We can see that “transportation volume per truck” 
and “load efficiency” have high correlation with all 
factors of driver’s quality, “usage efficiency” has 
moderate correlation with the first three factors of 
driver’s quality, and “number of damages” or 
losses of cargos only correlates with the first factor 
of driver’s attitude that is “consciousness about 
safe driving”. Whereas the factors “laden mile” 
and “delivery in full on time” of operational 
performance do not correlate with driver’s attitude. 
4.4 Test of hypothesis 

Hypothesis 1 states that driver’s attitude 
positive influences on firm operational 
performance. Table 6 below shows the results of 
regression test. We use variable “type of goods 
truck handle” as control variable of this regression 
test. The result indicates that driver’s attitude has 
positive influence on transportation efficiency (β = 
0.377, p = 0.001). Hence, the hypothesis 1 is supported.  

 
Table 6: Regression between driver’s attitude and 

transportation efficiency 

Variables 

Transportation efficiency 

  

B SE β 
Driver's 
attitude 0.377*** 0.123 0.377*** 

R2 0.45 
  Change in R2 0.089   

F change 9.410*** 
  

Adjusted R 
square 0.260   
ANOVA (F) 2.369***     
Note: *p<0.05; **p<0.01, ***p<0.001 
 
Hypothesis 2 states that driver’s attitude and 

profitability have positive relationship, but the 
result in table 7 below give us a very small 
confidence level (greater than 0.05). Hence, we 
don’t have enough evidence to support this 
hypothesis. 
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Table 7: Regression between driver’s attitude and 
profitability 

Variables 
Profitability 

  
B SE β 

Driver's attitude 0.92 0.071 0.138 

R2 0.591 
  Change in R2 0.012   

F change 1.681 
  

Adjusted R square 0.449   
ANOVA (F) 4.182     

Note: *p<0.05; **p<0.01, ***p<0.001 
Hypothesis 3 states that driver’s attitude 

mediates the positive relationship between 

transportation efficiency and profitability. The two 
stage regression test’s result is showed in the table 
8 below. In the first stage, only driver’s attitude 
was put in the regression and the second stage, 
both of driver’s attitude and transportation 
efficiency was put in. Profitability was put in the 
regression test like a dependent variable. Based on 
the result, driver’s attitude do mediate the 
relationship between transportation efficiency and 
profitability (β = 0.336, p<0.001). Hence, 
hypothesis 3 was supported. 
 

 
Table 8: Two stage regression of driver’s attitude, transportation efficiency and profitability 

  Profitability 

Step 1 
 

Step 2 

B SE Β   B SE β 

Driver's attitude 0.920 0.071 0.138 
 

0.920 0.071 0.138 
Transportation efficiency 

    
0.226*** 0.071 0.336*** 

R2 0.591 
   

0.653 
  Change in R2 0.012    0.062 
  F change 1.681    10.196*** 
  

Adjusted R square 0.449    0.525 
  ANOVA (F) 4.182       5.100***     

Note: *p<0.05; **p<0.01, ***p<0.001  
5. Discussion  

 The primary purpose of this paper is to 
examine the role of driver’s attitude on firm 
performance in term of transportation efficiency 
and firm profitability. The results from analysis 
part indicates that driver’s attitude does have 
positive and directly impact on firm transportation 
efficiency and it also has indirectly impact on firm 
profitability for trucking companies. This result 
consistent with the findings of all authors we have 
mentioned in the literature review part. Our 
findings suggest that for trucking companies, 
driver’s attitude is an important thing that they 
have to consider in order to improve their 
performance. In the detail of the relationship 
between driver’s attitude and transportation 
efficiency, the driver’s attitude in term of safe 
driving, compliance with road traffic law and 
implementing “5S” have most impact on 
transportation efficiency especially on the number 
of damaged or loss of cargo, and usage efficiency 
of firm. In the other hand, these aspects of 
transportation efficiency also have the most impact 

on firm profitability. Hence, trucking firm need to 
consider more about these driver’s attitude.  
 This paper limit the driver’s attitude on 
five aspects and only use “the type of goods that 
truck handle” to control the effect of others 
variables on firm transportation efficiency and firm 
profitability. It may limit the result of analysis. 
Later papers can extend other driver’s attitude 
aspects, firm performance also, and put more 
control variables in order to get better results. 
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Appendix 

Table 5: Descriptive and inter-correlation between driver’s attitude, transportation efficiency and profitability                                                                         

    Mean SD 1 2 3 4 5 6 7 8 9 10 11 12 

I. Driver's attitude 
              

1 Consciousness about safe driving 3.77 0.965 1            
2 

Compliance with road traffic laws and 
3.62 0.874 0.781** 1          

 
other laws related to trucking industry  

3 Compliance with your firm’s rules/manuals for driving 3.67 0.908 0.623** 0.766** 1          
4 Understanding about customer requirement 3.43 0.999 0.508** 0.621** 0.670** 1         
5 Implementation of so called “5S” 3.41 1.11 0.491** 0.648** 0.589** 0.687** 1        

II. Transportation efficiency               
6 Transportation volume per truck 3.16 0.614 0.413** 0.415** 0.415** 0.564** 0.445** 1       
7  Load efficiency 3.14 0.675 0.298** 0.353** 0.249* 0.433** 0.347** 0.603** 1      
8  Laden miles 3.18 0.819 0.175 0.168 0.204 0.119 0.107 0.415** 0.428** 1     
9  Usage efficiency 3.22 0.807 0.267* 0.259* 0.326** 0.177 0.103 0.573** 0.465** 0.660** 1    

10 Delivery in Full on Time (DIFOT) 3.15 0.824 0.067 0.059 0.099 0.061 -0.031 0.232* 0.367** 0.665** 0.664** 1   
11 Number of damages or losses of cargos 3.09 0.908 0.247* 0.073 0.067 0.217 0.092 0.249* 0.347** 0.362** 0.312** 0.490** 1  

III. Pofitability 
              

12 Pofitability 3.13 0.669 0.267* 0.312** 0.274* 0.278* 0.090 0.498** 0.275* 0.501** 0.497** 0.353** 0.254* 1 
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Abstract 

This paper presents an SEIRS epidemic model for SARS outbreak in 2003. The epidemiological threshold, 
known as the basic reproduction number, of the model is derived. The model exhibits two equilibriums namely: 
the disease-free equilibrium and the endemic equilibrium. Using global stability analysis of the model at disease 
free equilibrium, based on constructing a Lyapunov function, it is shown that the disease can be eradicated from 
the population if 0 1R . If 0 1R , a unique endemic equilibrium which is locally asymptotically stable showing 
that the disease will persist within the population so that the disease becomes endemic. Further, the SEIRS  
epidemic model is applied to the real data of SARS outbreak in 2003. The result shows good agreement with the 
real data of SARS outbreak in Hongkong 2003. This verifies that a model SEIRS  can be used to predict the 
SARS transmission in Hongkong 2003. 
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1. Introduction 

In recent years, the understanding of infectious-
disease epidemiology and control has been greatly 
increased through mathematical modelling. 
Mathematical modelling, thus, plays a key role in policy 
making, including health-economic aspects; emergency 
planning and risk assessment; control-program 
evaluation; and monitoring of surveillance data. In 
research, it is essential in study design, analysis 
(including parameter estimation) and interpretation. 
Severe acute respiratory syndrome (SARS) spread 
rapidly in 2002-2003, revealing just how vulnerable we 
might be to emerging diseases and how global 
transportation is critical to the spread of an epidemic 
[14,16]. The transmission of SARS is thus ideally suited 
to the testing of mathematical models. 

Epidemic models study the transmission dynamics 
of infectious diseases in host populations. It is assumed 
that a susceptible individual first goes through a latent 
period after infection before becoming infectious. The 
resulting models are of SEI  , SEIR  or SEIRS  type, 
respectively. Greenhalgh [9] considered  SEIR  models 
that incorporate density dependence in the death rate. 
Cooke and van den Driessche [5] introduced and 
studied SEIRS  models with delays. Greenhalgh [10] 
studied Hopf bifurcations in models of the SEIRS  type 
with density dependent contact rate and death rate.  
However, they have not analyzed the global dynamics 
of the model and have not used the mode to applied the  
real data of outbreak in order to analysis and 
interpretation for designing strategies to control rapidly 
spreading infectious diseases. 

     The aim of this paper is to analyze the global 
dynamic of an SEIRS epidemic model. The model 
consists of the following equations:  

 

 

 

2

2

,

,

,

.

dS SI
a bS R

dt N

dE SI
b c E

dt N

dI
cE e d I

dt

dR
dI b R

dt


   


  

  

  

 

where S(t), E(t), I(t), and R(t) represent susceptible, 
exposed, infectious, and recovered, respectively. The 
other parameter in (1) and their values are given in 
Table I.  

From biological considerations, the system (1) is 
studied in the closed set 

  4, , , 0, 0, 0, 0,     D S E I R S E I R  

                                           /   S E I R a b  

where 4


 denotes the non-negative cone of 4   
including its lower dimensional faces. It can be verified 
that D is positively invariant with respect to (1). 
 

This paper is organized as follows. The model (1) is 
analyzed for the existence and stability of its equilibria 
in Section 2. By constructing a Lyapunov function, it 
will be shown that the disease-free equilibrium is 
globally asymptotically stable if the basic reproductive 
number is less than unity. When  this value is greater 
than unity, the model (1) has a unique endemic 
equilibrium which is locally asymptotically stable based 
on the use of the centre manifold theory. Simulation 
results are presented in Section 3 to illustrate the 
theoretical results. The SEIRS model is applied to 
predict the SARS outbreak in Hongkong. 

 

(1) 

(3) 
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2. Analysis of the Model 

In this section, the model (1) will be qualitatively 
analyzed to investigate the existence and stability of its 
associated equilibria. 

2.1 Disease-free equilibrium 

The disease-free equilibrium, obtained by setting the 
right-hand sides of equations in (1) to zero, is given by 

                  0
0 (S ,0,0,0) ( ,0,0,0).

a
P

b
                  (2) 

According to the concept of next generation matrix [19] 
and reproduction number presented in Van Den 
Driessche and Watmough [20], two matrices are defined 
as 

                   
0
0 0

 
  
 

F  and  
0

.
 

  
  

b c
V

c e d
 

Hence the reproduction number for (1) is 

                 1
0 ( )R FV   . (3)

( )( )
c

e d b c




 
 

Consequently, using Theorem 2 of [14], the 
following results is established. 

Lemma 3.1: The disease-free equilibrium (DFE), 
0P , of the system (1) is locally asymptotically stable 

(LAS) if 0 1R  and unstable if 0 1.R  

The quantity 0R  in (3) is called the basic reproduction 
number [1]. It measures the average number of 
secondary cases that one infected case can generate if 
introduced into a completely susceptible population. 
The local stability result in Lemma 3.1 implies that for 

0 1R , the total number of infective individual in the 
population can be reduced to zero if the initial sizes of 
the sub-populations of the model are in the basin of 
attraction of 0 .P  That is, a small influx of infected 
population into the community would not generate large 
outbreaks, and the disease dies out in time if 0 1R  (but 
will do so if 0 1R ). To ensure that the effective 
control (or elimination) of the number of infected 
population in the community at steady-state is 
independent of the initial sizes of the sub-populations of 
the model, it is imperative to show that the DFE 0P is 
globally-asymptotically stable (GAS). The following 
result is claimed (the proof is based on using the 
following Lyapunov function, see Appendix A). 

 
Table 1: Description and parameter values for the model (1) 
Parameters Descriptions Values References 

a   Recruitment rate(by birth 
and by immigration) 

1 [15] 

b   Natural death rate 0.2 [15] 

c   Rate of exposed 
individuals become 
infected individuals 

0.3 [15] 

d   Transfer rate from infected 
individuals to recovered 

individuals 

0.1 [13] 

e   Mortality rate for infected 
individuals 

0.4 [15] 

2   Rate that recovered 
individuals become 

susceptible individuals 

0.03 [13] 

   Transmission rate 0 1     assumed 

 

Theorem 3.1 : The DFE of the model (1) is globally 
asymptotically stable in D  if 0 1.R  

2.2 Endemic equilibrium 
 

In the presence of infection ( 0E  and 0I ),model 
(1) has an endemic equilibrium  * * * *

* , , , ,P S E I R  
where 

   

     

  

  

2*

0 2*

0 2*

0 2*

,

1
,

1
,

1
,

a b c d e cd
S

a R b e d
E

ac R b
I

acd R b
R

   




   




 




 




 

with * *
0N R S  and  

         0 2 2( )      R b be cd d e bd   

                 2 0( )(( 1) ).   c b R e b   

Clearly, it is evident from the above four equations that 
if 0 1R , then the model (1) has no positive endemic 
equilibrium (since *E  and *I  will assume negative 
values which are biologically unrealistic).Therefore, to 
ensure the existence of a positive endemic equilibrium, 

0R   must be greater than one. 

The local stability of the unique endemic 
equilibrium is guaranteed by the following theorem (the 
proof, is given in Appendix C). 

Theorem 3.1: The unique endemic equilibrium *P  of 
the model (1) is LAS if 0 1.R  

 

3. Numerical Experiments 
 

The model (1) is solved by using fourth-order Runge 
kutta method with the parameter values/ranges in Table 
1. The results are shown in two experiments as follows.  

 

(4) 
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 4.1 Experiment 1 
 

To illustrate theoretical, the transmission rate is set to be 
0.6,0.95  . This value and the other parameter 

values/ranges in Table 1, give 0 0.72 1 R   and

0 1.14 1, R , respectively. Figure 1(a)-(d) verify that 
the numerical solutions of the model (1) converge to 
disease-free  equilibrium, 0 ,P whenever 0 1R , and to 
endemic equilibrium, *P , if 0 1R as shown in Figure 
1(e) - (h), respectively.  

4.2 Experiment 2 

The SEIRS  model (1) is used to predict the cumulative 
number of SARS cases in Hongkong from 17 March 
2003 to 26 April 2003 [18]. The cumulative number of 
SARS cases is predicted by solving  

,
dC

kI
dt

 

where C  denotes the cumulative number of SARS 
cases and k  is the rate of progression from infective to 
diagnosed. The model (1) is simulated with the 
parameter values:  

3a  day-1, 0.000034b  day-1, 1
6.4

c  day-1, 

1
4

d  day-1, 0.007934e  day-1, 2 0.001   day-1, 

1
3

k  day-1 and 0.679  day-1. 

For numerical simulations, the initial conditions are 
assumed to be  0 1,100,S  0 95,E (0) 0R  and 

(0) 95.C  For (0) 95,I corresponds to number of 
infectious cases on 17 March 2003. The numerical 
results of model (1) are shown in Figure 2-3. Figure 2 
shows that the number of susceptible individuals 
decrease whereas the number of exposed, infected and 
recovered individuals increase. This means that when 
the disease spread occurs, the number of susceptible 
individuals decrease since the susceptible individuals 
contact with infected individuals. Thus, susceptible 
individuals can require exposed individuals. After 2 - 10 
days [7], the exposed individuals is progression to 
symptoms development, therefore, exposed individual 
is called infected individuals. After that infected 
individuals is hospitalized about 3-5 days [7] and then 
infected individuals is becomes recovered individuals. It 
can be concluded that SARS is highly infectious base 
on the gradient of the susceptible curve. Figure 3 shows 
the predicted total cases obtained by (5) The resulting 
curve for C   fits very well with the observed total cases 
from  17 March 2003 to 26 April 2003 (totally 54 days 
). 

       0 1R                     0 1R  

  

  

  

  
 

Figure 1. Time series plot of the model (1) with parameter values in 
Table 1 and initial conditions (0) 2S , (0) 1E , (0) 1,I

(0) 0R  : (a)-(d) profiles of all populations for  0.6   , 

0 0.72 1 R ; (e)-(h) profiles of all populations for 0.95   , 

0 1.14 1, R  

 

 
Figure 2. The number of all populations produced by the model (1). 
with parameter values in Table 1 and initial condition

 0 1,100,S  0 95,E I(0) 95  and R(0) 0.  

This implies that SEIRS  model (1) can be used to 
predict the SARS transmission in Hongkong 2003.  

 

 

4. Conclusions 
In this paper, a SEIRS epidemic model is analyzed to 
study the transmission of SARS in Hongkong 2003. By 
analyzing the model, a threshold 0R  is derived. 
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Figure 3. Comparison the cumulative numbers of SARS between 
actual data by WHO [18] (dotted lines) and predicted by SEIRS 
model(1) (solid lines). 

 

It is noted that when 0 1R  then disease dies out and 
when 0 1R  the disease becomes endemic. The model 
has two non-negative equilibria namely 0 ( / ,0,0,0)P A 

, the disease-free equilibrium and the endemic 
equilibrium,  * * * *

* , , ,P S E I R   

It is found that the equilibrium state 0 ,P  
corresponding to disappearance of disease is locally 
asymptotically stable if 0 1,R  and 0 1,R  for it is 
unstable which implies that the infection is maintained 
in the population. The endemic equilibrium * ,P  which 
exists only when is 0 1,R always locally 
asymptotically stable. The result of the SEIRS  model 
(1) is good agreement with the real data of SARS 
outbreak in Hongkong 2003. This implies that  SEIRS    
model (1) can be used to predict the SARS transmission 
in Hongkong 2003. 
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Appendix A. 

Consider the following Lyapunov function: 
( ) ,V cE b c I    

with Lyapunov derivative (where " ' " represents  
differentiation with respect to t ): 

 0

0

( )( ) 1
( )( )

( )( ) 1

( )( )( 1)

c S
V e d b c I

N b c e d

R S
e d b c I

N

e d b c R I

 
     

  

 
    

 

   

  

and 0 V  if and only if 0.I  The largest compact  

invariant set in  ( , , , ) : 0S E I R D V   is the singleton 

  0P  Therefore, byLasalle.Lyapunov theorem [7], 
every solution that starts in D  approaches 0P  as 

.t   
Appendix B. 

Theorem A (Castillo-Chavez and Song [3, (Theorem 
4.1)]). 

Consider the following general system of ordinary 
differential equations with a parameter    

 (x, ), : ,ndx
f f

dt
   and 2 ( ).(B.1) f  

where 0 is an equilibrium point of the system (B.1) (i.e., 
(0, ) 0 f for all   and assume 
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(C.2) 

(C.4) 

A1. (0,0) ( ,0,0)


 


i

x

i

f
A D f

x
 is the linearization 

matrix of the system (B.1) around the 
equilibrium 0  with   evaluated at 0. Zero is a 
simple eigenvalues of A  and other 
eigenvalues of A  have negative real parts; 

A2. Matrix A  has a right eigenvectors, w  , and a 
left eigenvector, ,v   corresponding to the zero 
eigenvalue. 

Let kf   be the kth  component of f  and 
2

, , 1

2

, 1

(0,0),

(0,0).

n
k

k i j

k i j i j

n
k

k i

k i i

f
a v w w

x x

f
b v w

x








 




 





 

The local dynamics of the system around 0  is totally by 
a  and .b   

i.   0, 0. a b When 0   with 1,0  is 
locally asymptotically stable and there exists a 
positive unstable equilibrium; when , 0 is 
locally asymptotically stable equilibrium; 

ii.   0, 0. a b When 0   with 1  is 
unstable; when 0 1,0   is locally 
asymptotically stable equilibrium, and there 
exists a positive unstable equilibrium; 

iii. 0, 0. a b When 0  with 1 , 0 is 
unstable, and there exists a locally 
asymptotically stable negative equilibrium; 
when 0 1,0   is stable, and a positive 
unstable equilibrium appears; 

iv.   0, 0. a b When   changes from negative 
to positive, 0 changes its stability from stable 
to unstable. Correspondingly a negative 
unstable equilibrium becomes positive and 
locally asymptotically stable 
 

Appendix C. 

Proof of theorem 3.1 

Linearizing the model (1) around its unique endemic 
equilibrium is laborious (and not really tractable) owing 
to its high dimensionality. Consequently, an alternative 
approach is considered. It is based on the use of the 
centre manifold theory [2], as described in Appendix B, 
the following simplification and change of variables are 
made first of all. Let 1 2 3, ,  S x E x I x  and 4 ,R x  
so that 1 2 3 4.   N x x x x  Further, byusing vector 
notation 1 2 3 4( , , , )TX x x x x  the model (1) can be 

written in the form 1 2 3 4( , , , ) ,TdX
f f f f

dt
  , as follows: 

1 31
1 1 2 4

1 32
2 2

3
3 2 3

4
4 3 2 4

,

( ) ,

( ) ,

( ) .

x xdx
f a x x

dt N

x xdx
f b c x

dt N

dx
f cx e d x

dt

dx
f dx b x

dt


    


   

   

   

 

The Jacobian of the system(C.1) at the DFE, 0 ,P  is 

given by 

2

0

2

0
0 ( ) 0

( ) ,
0 ( ) 0
0 0 ( )

b

b c
J P

c e d

d b

   
 

   
  
 

  

 

from which it can also be shown (as before) that 

0 .
( )( )

c
R

e d b c




 
 

 
Consider the case when 0 1.R   Suppose, further, that 

*    is chosen as a bifurcation parameter.  

Solving for  from 0 1R  gives 

* ( )( ) .
( )

e d b c

c

 
     

The eigenvalues of Jacobian of the system (C.1) 
evaluated at 0P  with *    are given by 

1 2 2 3 4, ( ), ( ), 0.b b b c e d                   
Thus 4 0   is a simple zero eigenvalue and the other 
eigenvalues are real and negative. Hence, when *  

(or equivalently when 0 1R ), the disease-free 
equilibrium 0P  is a nonhyperbolic equilibrium: the 
assumption (A1) of Theorem A is then verified.  
      Now, a right eigenvector associated with the zero 
eigenvalue 

4 0   is given by  1 2 3 4, , , ,
T

w w w w w   where 

 

1 3
2

2 3 3 3 4 3
2

( ) ,

, 0,

b c e bd d
w w

b b

e d d
w w w w w w

c b

  
   

 


   



  

Further, a left eigenvector associated with the zero 
eigenvalue 4 0   

is given by  1 2 3 4, v , v ,v ,
T

v v where 

1 2 3 40, , , 0.
2 2

  
   

       
v v v v   

The coefficients a   and b   defined in Theorem A are 
computed as 

 (C.1) 

(C.3) 
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in the following. 
       For the system (C.1) the associated non-zero partial 
derivatives of the right hand side functions  if   are 
given by 

2 2 2 2* *
1 1 1 1

2
2 3 3 2 3 4 3
2 2 2 *

2 2 2

2 3 3 2 3 4
2 2 2*

2 1 2
2 * *
3 1 3

2, ,

,

2 , 1, 1.

    
    

      

   
   

     

  
    

    

f f f fb b

x x x x x x a ax

f f f b

x x x x x x a

f f fb

ax x x

  

Using the expressions (C.3)-(C.5), it follows that  

 

  

 

24

. . 1

2
3 3 2

0,0

2
;








      
 



 k

k i j

k i j i j

f
a v w w

x x

b v w c d e b bd

a b c

  

and 
24

3 3
*

, 1

c
(0,0) .




 

 
 k

k i

k i i

f v w
b v w

b cx
  

It is found that 0a  and 0.b  Hence, by Theorem 
A(iv) in 
Appendix A, the unique endemic equilibrium *P   is 
LAS whenever 

0 1R  and *    with    close to *  . The proof is 
complete. 

 

 
 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

(C.5) 
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Abstract 

In this paper, we present a numerical scheme to solve the nonlinear time fractional Burgers' equation in one 
dimension. In this method, we first apply the meshless local Petrov-Galerkin (MLPG) method based on a local 
weak formulation for the spatial discretization and then we will approximate the time fractional derivative 
interpreted in the sense of Caputo by quadrature formula. The moving Kriging (MK) interpolation which 
possesses the Kronecker delta property is employed to construct shape functions. The aim of this paper is to show 
that the truly MLPG method regarded as an alternative numerical approach can readily be extended to the viscous 
Burgers' equation of fractional order. The numerical results are compared with analytical solution to confirm the 
accuracy and efficiency of the proposed algorithm. Very good agreement can be observed in the verification. The 
present MLPG method has proved its accuracy and efficiency for solving the time fractional Burgers' equation 
arising in fluid dynamics as well as several other problems in science and engineering. 

Keywords: Time Fractional Burgers’ equation: Meshless Local Petrov-Galerkin Method: Moving Kriging Interpolation:   
      Quadrature Formula 
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1. Introduction 

 
Over the last few decades, more and more attempts 

have been devoted to the fractional differential 
equations (FDE), also known as extraordinary 
differential equations, due to its applications in various 
fields of science and engineering. Many physical 
phenomena in fluid mechanics, viscoelasticity, control 
theory of dynamical systems, chemical physics, 
biology, stochastic processes, finance and other sciences 
can be described very successfully by fractional models. 
There have been a lot of achievements on the theoretical 
analysis, but exact solutions of most FDE cannot be 
derived explicitly. Only approximate analytical and 
numerical solutions can be obtained using procedures 
such as linearization, perturbation, or discretization. 
Hence, proposing a new algorithm to find the numerical 
solution of FDE is of practical significance. Differential 
equations involving fractional order derivative are 
generalization of classical differential equations of 
integer order. There are several definitions to the 
generalization of the notion of differentiation to 
fractional orders, including the Grünwald-Letnikov’s 
definition, Riemann-Liouville’s definition, Caputo’s 
definition, Jumarie’s definition and generalized function 
approach. The two most frequently used generalizations 
of the derivative are the Riemann–Liouville and Caputo. 
The Riemann-Liouville fractional derivative is not 
suitable to deal with the physical problems in the real 
world because it requires the definition of fractional 
order initial conditions, which have no physically 

meaningful interpretation yet. Caputo introduced an 
alternative definition, which is not necessary to define 
the initial conditions for the fractional order differential 
equations since the fractional order initial conditions 
take on the same form as for integer order differential 
equations with a known physical interpretation. Another 
main advantage of the Caputo fractional derivative over 
the Riemann–Liouville is that the Caputo derivative of a 
constant function is zero. The same does not hold for 
the Riemann-Liouville derivative. It is reasonable that 
the fractional derivative of a constant should be zero 
from a physical viewpoint. We begin by reviewing the 
essentials of the fractional calculus. The fractional 
calculus is a name for the theory of integrals and 
derivatives of arbitrary order, which unifies and 
generalizes the notions of integer-order differentiation 
and n-fold integration. 

 
Definition 1. For 𝜇 ∈ 𝐑 and 𝑥 > 0 a real function 𝑓(𝑥) 
is said to be in the space 𝐶𝜇 if there exists a real number 
𝑝 > 𝜇 such that 𝑓(𝑥) = 𝑥𝑝𝑓1(𝑥), where 𝑓1(𝑥) ∈
𝐶(0, ∞), and for 𝑚 ∈ 𝐍 it is said to be in the space 𝐶𝜇

𝑚 
if 𝑓𝑚 ∈ 𝐶𝜇. 
 
Definition 2. The Riemann–Liouville fractional integral 
operator of order 𝛼 ≥ 0  for a function 𝑓 ∈ 𝐶𝜇 , 𝜇 ≥ −1 
is defined as 

𝐽𝑡
𝛼𝑓(𝑥, 𝑡) = {

1

Γ(𝛼)
∫ (𝑡 − 𝜏)𝛼−1𝑓(𝑥, 𝜏)𝑑𝜏, 𝛼 > 0

𝑡

0

𝑓(𝑥, 𝑡)                                    , 𝛼 = 0,
 (1.1)  

where Γ(∙) denotes the Gamma function. 



N. Thamareerat, A. Luadsong  and N. Aschariyaphotha / ICAS2015, July 15-17, 2015, Pattaya, Thailand 

International Conference on Applied Statistics 2015  251 

Definition 3. If 𝑚 be the smallest integer that exceeds 
𝛼, the Caputo time fractional derivative operator of 
order 𝛼 > 0 is defined as 
  

𝐷𝑡
𝛼𝑓(𝑥, 𝑡) = {

𝐽𝑡
𝑛−𝛼 (

𝜕𝑚𝑓(𝑥,𝑡)

𝜕𝑡𝑚 ) , 𝑚 − 1 < 𝛼 < 𝑚

𝜕𝑚𝑓(𝑥,𝑡)

𝜕𝑡𝑚 , 𝛼 = 𝑚.
     (1. 2)  

The Burgers’ equation is the fundamental equation 
of fluid mechanics for describing the mathematical 
model illustrating the theory of turbulence [1] and the 
approximate theory of flow through a shock wave 
propagating in a viscous fluid [2]. Mathematically, the 
Burgers’ equation is the nonlinear parabolic partial 
differential equations containing both nonlinear 
advection term and dissipation effect, which can be 
derived by dropping the pressure term of the 
incompressible Navier–Stokes equations. The Burgers’ 
equation can be generalized to the time fractional 
Burgers’ equation by simply replacing the first-order 
time derivative term by a derivative of non-integer order 
but retaining the second-order space derivatives. We 
consider the one-dimensional time fractional Burgers’ 
equation in the following form: 

𝜕𝛼𝑢

𝜕𝑡𝛼 + 𝜀𝑢
𝜕𝑢

𝜕𝑥
= 𝜈

𝜕2𝑢

𝜕𝑥2 + 𝑓(𝑥, 𝑡), 𝑥 ∈ Ω, 𝑡 > 0 (1.3) 

subject to the initial condition 

𝑢(𝑥, 0) = 𝑔(𝑥),    𝑥 ∈ Ω  (1.4) 

where 𝜀 is a parameter, 𝜈 is the viscosity coefficient 
(𝜈 > 0), Ω is a bounded domain, 𝛼 is the parameter 
describing the order of the fractional, 𝑓(𝑥, 𝑡) is the 

source term and 𝜕𝛼𝑢(𝑥,𝑡)

𝜕𝑡𝛼  is the Caputo fractional 
derivative of order 0 < 𝛼 < 1 defined by 

𝜕𝛼𝑢(𝑥,𝑡)

𝜕𝑡𝛼 =
1

Γ(1−𝛼)
∫

𝜕𝑢(𝑥,𝜏)

𝜕𝜏
(𝑡 − 𝜏)−𝛼𝑑𝜏, 0 < 𝛼 < 1

𝑡

0
.   

 (1.5) 
In the case of α = 1, Eq. (1.5) reduces to the classical 
nonlinear Burgers’ equation. 
 

Some analytical and numerical methods such as the 
Adomian decomposition method (ADM) [3], the 
variational iteration method (VIM) [4], the differential 
transform method (DTM) [5], the generalized 
differential transformation and homotopy perturbation 
method (HPM) [6] have been proposed to derive the 
approximate and exact solutions of nonlinear time 
fractional Burgers’ and coupled Burgers’ equations. 
However, so far only few researchers have attempted to 
extend and develop the so-called meshless method to 
the models governed by fractional Burgers’ equation. 
The meshless or meshfree methods regarded as an 

alternative numerical approach have been developed to 
overcome the difficulties and limitations of mesh 
generation. This method is used to establish the system 
of algebraic equations for the whole problem domain 
without the use of a predefined mesh or domain 
discretization. There are a number of meshfree methods 
that use local nodes for approximating the field 
variable, for example, the element free Galerkin method 
(EFG) [7], the meshless local Petrov-Galerkin (MLPG) 
method [8], the reproducing kernel particle method 
(RKPM) [9], the point interpolation method (PIM) [10], 
the radial point interpolation method (RPIM) [11,12,13] 
and so forth. Some meshless methods based on global 
weak forms such as the RPIM and EFG method, being 
“meshless” only in terms of the interpolation of the field 
variables, have to use background cells to evaluate 
integrals appearing in the local weak formulation. This 
is one reason why the above-mentioned methods are not 
truly meshless method. One of the most popular 
meshless methods is the meshless local Petrov-Galerkin 
(MLPG) method first proposed by Atluri and Zhu [8] 
for solving linear potential problems. The MLPG 
method is one of the truly meshless methods since it 
does not require any background integration cells so 
that all integrations are carried out locally over small 
sub-domains of regular shapes. This approach is also 
different from the truly meshless method based on the 
local boundary integral equation (LBIE) method [14,15] 
in the fact that there is no singular integral in the present 
MLPG method, while some kinds of singular integrals 
have to tackled in the meshless LBIE method [16]. 
Meshfree shape function construction is one of the 
central and most important issues that significantly 
effect on the performance of meshfree methods. A 
number of ways to efficiently create shape functions 
have been proposed. In this study, we employ the 
moving Kriging (MK) interpolation. The MK 
interpolation technique was first introduced in 
computational mechanics by Gu [17]. One notable 
feature of shape function constructed using the MK 
interpolation is that it possesses the Kronecker delta 
property in which special treatment is not required to 
impose the essential boundary condition. 

 
To the best of our knowledge, the MLPG method 

has never been used to approximate the solution of the 
time fractional Burgers’ equation. Thus, the objective of 
this work is to extend the application of the MLPG 
method to the viscous Burgers’ equation of fractional 
order. This paper is organized as follows. In Section 2, 
we introduce the moving Kriging interpolation for 
constructing shape functions and then we describe how 
to formulate the weak form and discretization system. 
In Section 3, the numerical experiments are presented 
and discussed in details to demonstrate the accuracy and 
efficiency of the proposed scheme. We complete the 
paper with conclusion and recommendation for further 
work given in Section 4. 
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2. Research Methodology 

 

2.1 The moving Kriging interpolation method 

Kriging or Gaussian process regression was 
originally applied in geostatistics for spatial 
interpolation. Subsequently, Kriging interpolation was 
employed to construct shape function for enhancement 
of the finite element method (FEM). The procedure of 
constructing shape functions for meshfree methods 
using the MK interpolation is detailed in this section. 
Similar to the moving least square (MLS) 
approximation, Kriging interpolation can be extended to 
any sub-domain, Ω𝑠 ⊂ Ω. To approximate a distribution 
function, 𝑢(𝐱𝑖), based on all nodal values {𝐱𝑖 , 𝑖 =

1,2,3, … 𝑁} where 𝑁 is the total number of nodes in the 
sub-domain, the formulation of the MK interpolation is 
given by 

𝑢ℎ(𝐱) = ∑ 𝜙𝑗(𝐱)𝑢̂𝑗 =𝑁
𝑗=1 𝚽(𝐱)𝐔, 𝐱 ∈ Ω𝑠,   (2.1) 

where 𝐔 = [𝑢̂(𝐱1) 𝑢̂(𝐱2) 𝑢̂(𝐱3) … 𝑢̂(𝐱𝑁)]𝑇 and 𝚽(𝐱) is 
a 1 × 𝑁 vector of Kriging shape function defined by 

𝚽(𝐱) = 𝐩𝑇(𝐱)𝐀 + 𝐫𝑇(𝐱)𝐁.  (2.2) 

The matrices 𝐀 and 𝐁 are determined by 

𝐀 = (𝐏𝑇𝐑−1𝐏)−1𝐏𝑇𝐑−1,  

𝐁 = 𝐑−1(𝐈 − 𝐏𝐀)    

where 𝐈 is an unit matrix of size 𝑁 × 𝑁 and 𝐩(𝐱) is a 
vector of the polynomial with 𝑚 basis functions given 
by 

𝐩(𝐱) = [𝑝1(𝐱) 𝑝2(𝐱)  𝑝3(𝐱) … 𝑝𝑚(𝐱)]𝑇 .  (2.4) 
 
A commonly used linear basis in one-dimensional space 
is given by 

𝐩𝑇(𝑥) = {1, 𝑥}, 𝑚 = 2,  

the quadratic polynomial basis is 

𝐩𝑇(𝑥) = {1, 𝑥, 𝑥2}, 𝑚 = 3,  

and the cubic polynomial basis is 

𝐩𝑇(𝑥) = {1, 𝑥, 𝑥2, 𝑥3}, 𝑚 = 4.  

The matrix 𝐏 has a size 𝑁 × 𝑚 and represents the 
collected values of (2.4) as 

𝐏 = [
𝑝1(𝐱1) ⋯ 𝑝𝑚(𝐱1)

⋮ ⋱ ⋮
𝑝1(𝐱𝑁) ⋯ 𝑝𝑚(𝐱𝑁)

],  

and 𝐫(𝐱) in Eq. (2.2) has the form of 

𝐫(𝐱) = [𝛾(𝐱, 𝐱1)  𝛾(𝐱, 𝐱2) …  𝛾(𝐱, 𝐱𝑁)]𝑇 ,  

where 𝛾(𝐱, 𝐱𝑗) is the correlation between any pair of 
nodes located at 𝐱 and 𝐱𝑗, and it belongs to the 
covariance of the field value 𝑢(𝐱) ,i.e., 𝛾(𝐱𝑖 , 𝐱𝑗) =

𝑐𝑜𝑣[𝐮𝑖 , 𝐮𝑗]. The correlation matrix 𝐑[𝛾(𝐱𝑖 , 𝐱𝑗)]𝑁×𝑁 is 
given by 

𝐑 = [
𝛾(𝐱1, 𝐱1) ⋯ 𝛾(𝐱1, 𝐱𝑁)

⋮ ⋱ ⋮
𝛾(𝐱𝑁, 𝐱1) ⋯ 𝛾(𝐱𝑁, 𝐱𝑁)

].  

Many different correlation functions can be used for 
the correlation matrix. Gaussian function with a 
correlation parameter 𝜃 is often used to best fit the 
model due to its simplicity. 

 

𝛾(𝐱𝑖 , 𝐱𝑗) = 𝑒−𝜃𝑟𝑖𝑗
2

,  (2.5) 
 

where 𝑟𝑖𝑗 = ‖𝐱𝑖 − 𝐱𝑗‖ and 𝜃 > 0 is a correlation 
parameter. 
 

Let 𝐶𝑘1(Ω) be the space of 𝑘1th continuously 
differentiable functions on Ω. If 𝛾(𝐱, 𝐱𝑖) ∈ 𝐶𝑘1(Ω) and 
𝑝𝑗(𝐱) ∈ 𝐶𝑘2(Ω), 𝑖 = 1,2, … , 𝑁, 𝑗 = 1,2, … , 𝑚 then 
𝜙𝑖(𝐱) ∈ 𝐶𝑘(Ω) with 𝑘 = min (𝑘1, 𝑘2). The partial 
derivatives of the shape function 𝚽(𝐱) with respect to 
𝐱𝑖 are obtained as 

 

𝚽,𝑖(𝐱) = 𝐩,𝑖
𝑇(𝐱)𝐀 + 𝐫,𝑖

𝑇(𝐱)𝐁, (2.6) 

𝚽,𝑖𝑖(𝐱) = 𝐩,𝑖𝑖
𝑇(𝐱)𝐀 + 𝐫,𝑖𝑖

𝑇(𝐱)𝐁, (2.7) 

where (∙),𝑖 and (∙),𝑖𝑖 denote the first- and second-order 
spatial derivatives, respectively. 

2.2 The MLPG formulation and numerical 

implementation 

2.2.1 The local weak form 
 

Instead of giving the global weak form, the MLPG 
method constructs the weak form over local sub-
domains, Ω𝑠, which is a small region taken for each 
node in the global domain Ω. The local sub-domains 
overlap each other and cover the whole global domain. 
The local sub-domains could be of any geometric shape 
and size, such as open or closed intervals in one 
dimension, circles or squares in two dimensions and 
spheres or cubes in three dimensions. For simplicity 
they are taken to be of open interval. The local weak 
form of Eq. (1.3) for 𝑥𝑖 ∈ Ω𝑠

𝑖  can be written as 
 
∫ (

𝜕𝛼𝑢

𝜕𝑡𝛼 + 𝜀𝑢
𝜕𝑢

𝜕𝑥
)

Ω𝑠
𝑖 𝑣𝑖𝑑𝑥 = ∫ (𝜈

𝜕2𝑢

𝜕𝑥2 + 𝑓(𝑥, 𝑡))
Ω𝑠

𝑖 𝑣𝑖𝑑𝑥,  

 (2.8) 

(2.3) 
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where Ω𝑠
𝑖  is a local sub-domain associated with the 

point 𝑖 ,i.e., a bounded interval centered at 𝑥𝑖 of 
characteristic length regarding the nodal spacing close 
to the point of interest, 𝑟0, and 𝑣 is a test function. 

Substitution of 𝑢ℎ(𝑥, 𝑡) = ∑ 𝜙𝑗(𝑥)𝑢̂𝑗(𝑡)𝑁
𝑗=1  into local 

integral Eq. (2.8) yields, excluding the nonlinear term, 

∑ (∫ 𝜙𝑗(𝑥)𝑣𝑖𝑑𝑥
Ω𝑠

𝑖 )
𝜕𝛼𝑢̂𝑗

𝜕𝑡𝛼
𝑁
𝑗=1 + ∑ (∫ (𝜀𝑢𝜙𝑗,𝑥(𝑥) −

Ω𝑠
𝑖

𝑁
𝑗=1

𝜈𝜙𝑗,𝑥𝑥(𝑥)) 𝑣𝑖𝑑𝑥) 𝑢̂𝑗 = ∫ 𝑓(𝑥, 𝑡)
Ω𝑠

𝑖 𝑣𝑖𝑑𝑥.   (2.9) 

Eq. (2.9) can be written in the following matrix form: 

𝐀
𝜕𝛼𝐔̂

𝜕𝑡𝛼 + 𝐁𝐔̂ = 𝐂,   (2.10) 

where 𝐀 = [A𝑖𝑗]
𝑁×𝑁

; A𝑖𝑗 = ∫ 𝜙𝑗(𝑥)𝑣(𝑥𝑖)𝑑𝑥
Ω𝑠

𝑖 ,  

𝐁 = [B𝑖𝑗]
𝑁×𝑁

;  

B𝑖𝑗 = ∫ (𝜀𝑢𝜙𝑗,𝑥(𝑥) − 𝜈𝜙𝑗,𝑥𝑥(𝑥))
Ω𝑠

𝑖 𝑣(𝑥𝑖)𝑑𝑥,  

𝐂 = [C𝑖]𝑁×1
𝑇 ; C𝑖 = ∫ 𝑓(𝑥𝑖 , 𝑡)𝑣(𝑥𝑖)𝑑𝑥,

Ω𝑠
𝑖   

and  𝐔̂ = [𝑢̂1 𝑢̂2  … 𝑢̂𝑁]𝑇 . 

In order to avoid the evaluation of any numerical 
integration in the weak form, the Kronecker delta 
function is chosen as the test function in each sub-
domain. The coefficient matrices 𝐀, 𝐁 and vector 𝐂 can 
be simplified to the following expression: 

A𝑖𝑗 = 𝜙𝑗(𝑥),  

B𝑖𝑗 = 𝜀𝑢𝜙𝑗,𝑥(𝑥) − 𝜈𝜙𝑗,𝑥𝑥(𝑥),  

C𝑖 = 𝑓(𝑥𝑖 , 𝑡).  

Taking the advantage of shape function constructed by 
MK interpolation that the Kriging shape function 
maintains a unit value at the node and vanishes at all 
other nodes, i.e., the delta function property. This gives 

𝐴𝑖𝑗 = 𝜙𝑗(𝑥𝑖) = {
1, 𝑖 = 𝑗
0, 𝑖 ≠ 𝑗

   or   𝐀 = 𝐈, 

where 𝐈 is the 𝑁 × 𝑁 identity matrix. 

Therefore Eq. (2.10) reduces to 

𝜕𝛼𝐔̂

𝜕𝑡𝛼 + 𝐁𝐔̂ = 𝐂.  (2.11) 

 

2.2.2 The time discretization 
 

For some positive integers 𝑀1 and 𝑀2, let Δ𝑡 =
𝑇

𝑀1
 

be the step size of time variable and Δ𝑥 =
𝑏−𝑎

𝑀2
 denotes 

the step size of space variable. The grid points in the 
space interval [𝑎, 𝑏] and time interval [0, 𝑇] are defined 
by 

 

𝑥𝑖 = 𝑎 + 𝑖ℎ, 𝑖 = 0,1,2, … 𝑀1,  

𝑡𝑛 = 𝑛Δ𝑡, 𝑛 = 0,1,2, … , 𝑀2,  
 

respectively. The approximate solutions at the grid 
points are denoted 𝑢𝑖

𝑛 = 𝑢(𝑥𝑖 , 𝑡𝑛) and 𝑓𝑖 = 𝑓(𝑥𝑖).  

The linearization method based on Taylor series 
expansion of a function is used to approximate the 
nonlinear term 

𝑢(𝑥, 𝑡𝑛) = 𝑢(𝑥, 𝑡𝑛−1) + 𝑂(Δ𝑡)   (2.12) 

The discrete approximation to the time fractional 
derivative in Caputo’s sense can be obtained using a 
simple quadrature formula [18] as  

𝜕𝛼𝐔̂(𝑥,𝑡𝑛)

𝜕𝑡𝛼 = 𝜎𝛼,Δ𝑡 ∑ 𝜔𝑘
(𝛼)

(𝐔̂𝑛−𝑘+1 − 𝐔̂𝑛−𝑘)𝑛
𝑘=1 + 𝑂(Δ𝑡)    

  (2.13) 

where 𝜔𝑘
(𝛼)

= 𝑘1−𝛼 − (𝑘 − 1)1−𝛼  

and  𝜎𝛼,Δ𝑡 =
1

Γ(1−𝛼)

1

1−𝛼

1

Δ𝑡𝛼. 

Substituting Eq. (2.13) into Eq. (2.11), regarding to Eq. 
(2.12), and omitting higher-order terms lead to the 𝑁 ×

𝑁 discretized system of linear algebraic equations 

𝜎𝛼,Δ𝑡 ∑ 𝜔𝑘
(𝛼)

(𝐔̂𝑛−𝑘+1 − 𝐔̂𝑛−𝑘)𝑛
𝑘=1 + 𝐁𝑛−1𝐔̂𝑛 = 𝐂𝑛,  

or equivalently 

𝜎𝛼,Δ𝑡(𝐔̂𝑛 − 𝐔̂𝑛−1) + 𝐁𝑛−1𝐔̂𝑛 =

−𝜎𝛼,Δ𝑡 ∑ 𝜔𝑘
(𝛼)

(𝐔̂𝑛−𝑘+1 − 𝐔̂𝑛−𝑘)𝑛
𝑘=2 + 𝐂𝑛.  (2.14) 

For 𝑛 = 1, we get 

(𝜎𝛼,Δ𝑡𝐈 + 𝐁0)𝐔̂1 = 𝜎𝛼,Δ𝑡𝐔̂0 + 𝐂1,  (2.15) 

and for 𝑛 ≥ 2,  

(𝜎𝛼,Δ𝑡𝐈 + 𝐁𝑛−1)𝐔̂𝑛 = 𝜎𝛼,Δ𝑡(𝐔̂𝑛−1 −

∑ 𝜔𝑘
(𝛼)

(𝐔̂𝑛−𝑘+1 − 𝐔̂𝑛−𝑘)𝑛
𝑘=2 ) + 𝐂𝑛.   

 (2.16) 
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3. Research Results and Discussion 

 

3.1 Numerical experiments 
 

In this section, we provide the numerical examples 
to demonstrate the accuracy and efficiency of the 
proposed method. The results of numerical experiments 
are compared with analytical solution by performing the 
infinity norm (maximum norm) and root mean square 
(RMS) error: 
 

𝐿∞ = max
𝑖=1

𝑁
|𝑈𝑖 − 𝑢𝑖|,  (3.1) 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑ (𝑈𝑖 − 𝑢𝑖)

2𝑁
𝑖=1 ,  (3.2) 

where 𝑈𝑖 and 𝑢𝑖 are the analytical and approximate 
solutions, respectively. 𝑁 is the number of nodal points. 
In these examples the regular node distribution is used. 
Also to implement the meshless local weak form, the 
radius of the support domain (interval) is taken to be 
𝑟0 = 2.1∆𝑥. The whole global domain of problem must 
be enclosed with the union of these sub-domains. To 
give an appropriate approximation, this size should be 
large enough to have sufficient number of nodes inside 
the influence domain. In the MK procedure, the cubic 
basis function 𝐩𝑇(𝑥) = {1, 𝑥, 𝑥2, 𝑥3} is used for all 
numerical computations because in general cubic 
polynomial basis will yield a better result than quadratic 
and linear basis. As studied in the previous work, the 
correlation parameter has a significant effect on the 
solution. The correlation parameter is taken to be 𝜃 =

1 Δ𝑥2⁄  which can be used to smooth out small features 
in the data.  

Test problem 1.  

Example 1.1 Consider the time fractional Burgers’ 
equation with the following initial value problem [3]:  

𝜕𝛼𝑢

𝜕𝑡𝛼 + 𝑢
𝜕𝑢

𝜕𝑥
= 𝜈

𝜕2𝑢

𝜕𝑥2 , 0 < 𝑥 < 1,0 < 𝑡 ≤ 𝑇 (3.3) 

with the exact solution in a series form for 𝛼 = 1  

𝑢(𝑥, 𝑡) =
𝜇+𝜎+(𝜎−𝜇)exp (𝛾)

1+exp (𝛾)
+

2𝜇𝜎2exp (𝛾)

[1+exp (𝛾)]2𝜈
𝑡 +

(𝜇3𝜎2exp (𝛾))(exp(𝛾)−1)

[1+exp (𝛾)]3𝜈2 𝑡2 +

(𝜇4𝜎3 exp(𝛾))(1−4exp(𝛾)+exp(𝛾))

3[1+exp (𝛾)]4𝜈3 𝑡3 + ⋯,  

where 𝛾 =
𝜇

𝜈
(𝑥 − 𝜆) and the parameters 𝜇, 𝜎, 𝜆 and 𝜈 

are arbitrary constant, 
 

or in a closed form 
 

𝑢(𝑥, 𝑡) =
𝜇+𝜎+(𝜎−𝜇)exp (

𝜇

𝜈
(𝑥−𝜎𝑡−𝜆))

1+exp (
𝜇

𝜈
(𝑥−𝜎𝑡−𝜆))

 .  

The initial and boundary conditions can be obtained 
from the exact solution. 

Example 1.2 Consider the inhomogeneous time 
fractional Burgers’ equation with the following initial 
value problem [19]: 

𝜕𝛼𝑢

𝜕𝑡𝛼 + 𝑢
𝜕𝑢

𝜕𝑥
=

𝜕2𝑢

𝜕𝑥2 , 0 < 𝑥 < 1,0 < 𝑡 ≤ 𝑇 (3.4) 

subject to the initial condition 

𝑢(𝑥, 0) = 2𝑥, 0 ≤ 𝑥 ≤ 1,  

and the boundary conditions 

𝑢(0, 𝑡) = 0,  

𝑢(1, 𝑡) =
2

1+2𝑡
.  

We have the exact solution of Eq. (3.4) for 𝛼 = 1, 

𝑢(𝑥, 𝑡) =
2𝑥

1+2𝑡
.  

The results of numerical experiments are compared with 
analytical solutions that previously found by variational 
iteration method and Adomian decomposition method. 
The behavior of the solution by fractional model can be 
observed as the fractional derivative parameter is 
changed. In special case when 𝛼 → 1, as expected, the 
results tend to the analytical solution of classical 
Burgers’ equation. Table 1 and 2 give the difference 
between the numerical results and analytical solutions 
for different values of times in solving example 1.1 and 
1.2, respectively. Also Fig. 1 and 2 show the graphs of 
approximate and exact solutions after 10 iterations with 
𝛼 = 0.99, Δ𝑥 = Δ𝑡 = 0.1 at 𝑡 = 1. 

Test problem 2. Let’s consider the following time 
fractional Burgers’ equation 

𝜕1 2⁄ 𝑢

𝜕𝑡1 2⁄ + 𝑢
𝜕𝑢

𝜕𝑥
=

𝜕2𝑢

𝜕𝑥2 = 𝑓(𝑥, 𝑡), 𝑎 < 𝑥 < 𝑏, 0 < 𝑡 ≤ 𝑇,  

 (3.5) 

where 𝑓(𝑥, 𝑡) = (𝑥 − 𝑎)(𝑏 − 𝑥)(𝑎 + 𝑏 − 2𝑥)𝑡2 +

1.13(𝑥 − 𝑎)(𝑏 − 𝑥)𝑡1 2⁄ + 2𝑡.  

The exact solution of Eq. (3.5) is 

𝑢(𝑥, 𝑡) = (𝑥 − 𝑎)(𝑏 − 𝑥)𝑡.  

The initial and boundary conditions can be obtained 
from the exact solution. The computational domain for 
this example is Ω = [0,1] = {𝑥|0 ≤ 𝑥 ≤ 1}. In Table 3 
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we show the 𝐿∞ and 𝑅𝑀𝑆 errors obtained in solving 
Test problem 2 for different values of times. The graphs 
of approximate and exact solutions after 10 iterations 
with Δ𝑥 = Δ𝑡 = 0.05 at 𝑡 = 1 are depicted in Fig. 3. 

3.2 Discussion 
 

The numerical results obtained by MLPG method 
are found to be in good agreement. As can be seen in 
Figs.1-3, the numerical results and analytical solutions 
appear to be congruent. The 𝐿∞ and 𝑅𝑀𝑆 errors are 
very small for the present choice of Δ𝑥 and Δ𝑡. The 
proposed algorithm is easy to implement and gives high 
accuracy. 

 
 

Table 1: The 𝐿∞ and 𝑅𝑀𝑆𝐸 for 10 iterations in solving 
example 1.1 when ν = 0 .1, μ = 1, σ = 0.9 and λ = 0.4 
𝑛 𝐿∞ 𝑅𝑀𝑆𝐸 
1 7.4698e-005 6.3333e-005 
2 1.1112e-004 8.8541e-005 
3 1.1816e-004 8.7748e-005 
4 1.0316e-004 7.1784e-005 
5 6.9997e-005 5.9166e-005 
6 9.4608e-005 7.7668e-005 
7 1.3745e-004 1.2310e-004 
8 1.8733e-004 1.7904e-004 
9 2.4260e-004 2.3822e-004 

10 3.0232e-004 2.9708e-004 
 

 
 
 

Table 2: The 𝐿∞ and 𝑅𝑀𝑆𝐸 for 10 iterations in solving 
example 1.2 

𝑛 𝐿∞ 𝑅𝑀𝑆𝐸 
1 1.8988e-003 1.7653e-003 
2 1.7074e-003 1.5967e-003 
3 1.1247e-003 1.0571e-003 
4 5.8602e-004 5.5101e-004 
5 1.7681e-004 1.6357e-004 
6 1.3393e-004 1.1810e-004 
7 3.2804e-004 3.0529e-004 
8 4.5922e-004 4.3067e-004 
9  5.4370e-004 5.1192e-004 

10 5.9738e-004 5.6263e-004 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Table 3: The 𝐿∞ and 𝑅𝑀𝑆𝐸 for 20 iterations in solving  
Test problem 2 

𝑛 𝐿∞ 𝑅𝑀𝑆𝐸 
1 5.5037e-006 5.3485e-006 
2 4.2062e-004 4.0833e-004 
3 7.3628e-004 7.1458e-004 
4 9.5622e-004 9.2783e-004 
5 1.1164e-003 1.0831e-003 
6 1.2392e-003 1.2021e-003 
7 1.3374e-003 1.2971e-003 
8 1.4184e-003 1.3754e-003 
9 1.4867e-003 1.4415e-003 

10 1.5454e-003 1.4983e-003 
11 1.5966e-003 1.5478e-003 
12 1.6419e-003 1.5915e-003 
13  1.6823e-003 1.6304e-003 
14 1.7186e-003 1.6655e-003 
15 1.7516e-003 1.6972e-003 
16 1.7817e-003 1.7262e-003 
17 1.8093e-003 1.7528e-003 
18 1.8349e-003 1.7773e-003 
19 1.8590e-003 1.8000e-003 
20 1.8814e-003 1.8212e-003 

 
 
 

 

 

 
 
 
 
 
 
 

Figure 1: Graphs of approximate and exact solutions  
after 10 iterations with 𝛼 = 0.99, Δ𝑥 = Δ𝑡 = 0.1 

 

 

 

 

 

 

 

Figure 2: Graphs of approximate and exact solutions  
after 10 iterations with 𝛼 = 0.99, Δ𝑥 = Δ𝑡 = 0.1 
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Figure 3: Graphs of approximate and exact solutions 
after 10 iterations with 𝛼 = 0.5, Δ𝑥 = Δ𝑡 = 0.05 

 
 

 4. Conclusion 

 

In this paper, we have presented a scheme used to 
obtain the approximate solution of the time fractional 
Burgers’ equation. The truly meshless local Petrov-
Galerkin (MLPG) approach based on a local weak 
formulation is applied to the spatial discretization. We 
employ the moving Kriging (MK) interpolation for 
constructing shape functions at scattered points, and the 
Kronecker delta function is chosen as a test function in 
each sub-domain to avoid the evaluation of any 
numerical integration in weak form. The time fractional 
derivative interpreted in the sense of Caputo can be 
approximated by a simple quadrature formula. Also, the 
linearization method by Taylor series expansion is used 
to treat nonlinearity parts of Burgers’ equation. The 
numerical examples are provided to illustrate the 
accuracy and efficiency of the proposed method. A very 
good agreement between the analytical and numerical 
results can be found. It is obvious that the MLPG 
method can readily be extended to solve the time 
fractional Burgers' equation as well as several other 
problems in science and engineering. In the future work, 
the present MLPG approach will be extended to the two 
dimensional coupled Burgers’ equations. 
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Abstract 

The very nature of process control in contract manufacturing is typically confounded by the magnitude of 
subcontractor's operations.  As the number of the company's  product  groups  increases,  so  does  the  number  of  
input  and  quality parameters that need to be monitored and evaluated.  Hence, to avoid proliferation of monitored 
parameters, stratification is done.  Parametric monitoring is modeled using a mixture structure (Y, X) where X 
represents the product group and Y the monitored characteristic. 

The study explored to establish a single characteristic of a bivariate mixture as given by Olkin and Tate (1961).  
Based on the given unconditional bivariate mixture, a new Cpk, say C̃pk, was formulated.   

It was observed, that Ĉ̃pk was a biased estimator of C̃pk. Similarly,  Ĉ̃pk
2  was also biased estimator of C̃pk

2 . Since 
Ĉ̃pk and Ĉ̃pk

2  are both estimators of their respective parameters, the asymptotic variance of Ĉ̃pk is also a biased 
estimator. However, for large n the bias tends to zero. 

In comparing the efficiency of Ĉ̃pk  and  Ĉpk, based on asymptotic variances, i.e., Var(Ĉ̃pk)and Var(Ĉpk), it is 

noted that Var(Ĉ̃pk) is less than Var(Ĉpk). This implies that the derived variance is most appropriate for data coming 
from the unconditional bivariate mixture. 

Keywords:  Process Capability Index, mixed bivariate data, stratified product groups, biased estimator  
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1. Introduction 

A  Process  Capability  Index (PCI)  compares the 
inherent variability in the output  of  a  process  -  often  
measured  as  6𝜎, 𝜎  being   the  output  standard 
deviation – with  the  specification  range.   One of the 
most popular indices is Cpk = min {

USL−μ

3σ
,
USL−μ

3σ
},   

where USL and LSL are the upper and lower 
specification  limits  for  the output variable.  The 𝐶𝑝𝑘  
index  is  useful as  a tool for moving  towards the  "zero 
defects"  approach  (i.e., whether  a  process  conforms  
to the specification)  and towards  "never ending 
reduction   in variability" as criteria for   excellence.    In    
semiconductor industry, Cpk is a standard part of 
manufacturing and has been applied to on-going 
measurement of manufacturing line process capability as 
well as to the process maturity evaluation during transfer 
of new technology from development to production.  In 
addition, it also has been used for customer reports of 
manufacturing line process capability. 

In  contract  manufacturing environment,  process  
control  is typically confounded  by  the  magnitude  of a 
subcontractor's operations, exerting  a severe strain  on  a  
manufacturer's  quality system.   As the number of the 
company's product groups increases, so does the number 
of input and quality parameters that need to be monitored 
and evaluated. Hence, this brings to fore the need to 
obtain viable and economic monitoring system. 

One way to avoid the proliferation of monitored 
parameters is through stratification.  In stratification,   
product groups are clustered according to some criterion  

(e.g., die size in IC manufacturing)  with the intention of 
establishing  a monitoring  system  for  each  stratum  
instead  of  per  product.    In  this  system, product  
groups  within  a  stratum  can  be  assumed  not  to  vary 
much  with respect to  the parameters being monitored, 
and monitoring is simplified by adopting a single system 
for  the  process  characteristics  of  interest.    Parametric  
monitoring   in  such a  set-up  can  be  modeled  using  a 
bivariate  mixture  structure  (Y,X)  where  X represents 
the product group and Y the characteristics being 
monitored. 

The goal of this paper is to explore how such a set-
up can be established for a single characteristic. We do 
this in the context of a bivariate mixture as given by 
Olkin and Tate (1961). A new Cpk, say C̃pk, is  
formulated  and the efficiency  of    its   asymptotic   
variance  is  compared  to  the  asymptotic  variance  of  
the usual distribution,  i.e.,  Y  is  normally  distributed  
with mean μ and variance σ2 with Cpk as its 
corresponding index.  In addition, interval estimates and 
hypothesis testing procedures are constructed via the 
asymptotic distribution of the unconditional bivariate 
mixture. 

 
1.1 Objectives of the Study 

Using the bivariate mixture of Olkin and Tate (1961) 
as the theoretical underpinning, this study answered the 
following: 

1. To formulate a new Cpk, say C̃pk, based on the 
unconditional bivariate mixture; 
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2.  To formulate an estimate of C̃pk, say Ĉ̃pk, and find 
the asymptotic expectation and asymptotic 
variance of Ĉ̃pk, i.e., AE[Ĉ̃pk] and AV[Ĉ̃pk], 
respectively; 

3.  To compare  the  efficiency  of Ĉ̃pk and Ĉpk,  the  
estimate of Cpk based on a normal    unconditional   
distribution, based on asymptotic variance,    i.e.,    
AV(Ĉ̃pk) and  AV(Ĉpk);  and 

4. To construct confidence interval and hypothesis 
testing procedure for C̃pk. 

 
1.2 Significance of the Study 

The  study  has  significant  use  in  the  formulation 
of an alternative Cpk index for  the  specific  case  when  
the  product  set-up utilizes only a single characteristic 
from  a  mixed  bivariate  data.  Based on readings, there 
is no available index of the said set-up in the literature; 
hence, the study was made. 

The  results of the study have significant use in   
semiconductor manufacturing industry: The existing    
index (i.e., coming from Y which is normally distributed 
with mean μ and variance σ2) will only underestimate  or 
overestimate the true index when used for stratified  
product groups. The study corrects this bias by proposing 
an alternative measure. 

 

1.3 Scope and Delimitation of the Study 

The  study  covers  the  formulation  of  a  new Cpk 
index,  say C̃pk, derived  for a single characteristic  from 
a mixed bivariate data. Asymptotic expectation and 
asymptotic variance of the said index are obtained. In 
addition, the asymptotic variance of the estimate of  C̃pk   
will be compared to the usual estimate of Cpk index, i.e.,  
the  case  when  Y  is  normally  distributed  with  mean  
μ  and  variance  σ2. Interval estimates   and hypothesis 
testing procedure will be made via the asymptotic 
distribution of the unconditional bivariate mixture.  The  
paper  will  limit  the  discussion  in  the  case  when 
Y|X=i  is  distributed  as normal  with  mean   μi   and   
variance  σi2  with P(X=i) = pi for  i=1, 2,..., k such that 
∑ pi
k
i=1 = 1. 

Also, asymptotic distributions was used in the study  
due to some difficulty in getting the exact distribution of 
the estimates. 

 
2. Research Methodology 

The study considered  a subgroup of size n whose 
observations (Yi, Xi), i = 1,2,...,n, can  be  categorized  
into  k product  groups. These k product groups define a 
specific stratum in the stratification scheme. 

For  a  stratum  consisting of  k  product  groups,  the  
bivariate  distribution  of (Y, X=i)  is  given  by  f(y,i) = 
N(μi,   σi2)pi, i = 1,2,...,k,  where  ∑ pi = 1

k
i=1 . This 

induces a mixture of k normal distributions as the 
unconditional distribution of Y.  

The  mean  of this  unconditional  distribution is  
μ̅ = ∑ μipi

k
i=1   and the variance is σ̅2 =

∑ pi[σi2+(μi−μ̅)2].
k
i=1  

 
2.1 Cpk Formulation and Estimation 

A likelihood based  modification  of  the  Cpk will be 
used to take into account the statistical complication 
brought about by stratification. Given the parameters μ̅ 
and σ̅2 a simple modification of Cpk  is given by 
C̃pk = min {

USL−μ̅

3σ̅
,
LSL−μ̅

3σ̅
}                                        (1) 

           =
d−|μ̅−ạ|

3σ̅
 

where USL and LSL are the upper and lower 
specification  limits for the output variable,  d = ½ |USL - 
LSL|  and  a = ½ (LSL + USL).  Letting  θ = (μ̅, σ̅2),  we 
can look at  C̃pk(θ)  as  an  estimand,  continuous  in θ.   
The estimation requires the use of θ̂n such that θ̂n 

a.s.
→  θ 

and  θ̂n  
a.s.
→  N(θ, v(θ)) so that  C̃pk(θ̂n)

a.s.
→  C̃pk(θ) and 

C̃pk(θ̂n) 
d
→N[C̃pk(θ), ω̅(θ)]. [1] 

Now,  we   present  a  likelihood-based  approach  in  
estimating  the  parameter θ = (μ̅, σ̅2),  utilizing the  
MLE's  of  the mixture  distribution.    We simplify the 
approach by using the normal mixture as reference 
distribution.  Hence, the MLE for θ is given by 

 
θ̂ = (μ̂̅, σ̂̅2)                     (2) 
 

 where: 
μ̂̅ = ∑ p̂i

k
i=1                    σ̂̅2 = ∑ p̂i [σ̂̅i

2
+ (μ̂i − μ̂i)

2]k
i=1   

p̂i =
ni

n
                          μ̂i =

1

ni
∑ Yij
ni
j=1       

 σ̂i
2 =

1

ni
∑ (Yij − μ̂i)

2ni
j=1  

 
The estimate of C̃pk(θ)  now is defined as 

Ĉ̃pk = min {
USL−μ̂̅

3σ̂̅
,
LSL−μ̂̅

3σ̂̅
}                                          (3)             

=
d−|μ̂̅−ạ|

3σ̂̅
 

 From here, the asymptotic expectation and the 
asymptotic variance of Ĉ̃pk will be determined. In  
addition, the efficiency of Ĉ̃pk and  Ĉpk, the estimate of 
Cpk based on a normal unconditional  distribution, will 
be compared based on their asymptotic  variances,  i.e.,  
AV(Ĉ̃pk)  and  AV(Ĉpk).  Lastly,  confidence  interval 
and  hypothesis  testing  procedure  will  be  made  via  
the asymptotic distribution of the unconditional  bivariate  
mixture. 
 

3. Research Results and Discussion 

The  stratification  considered  in  the  previous  
chapter  induces  a  mixture  of  k normal  distribution  as  
the  unconditional  distribution  of  Y  with  mean  μ̅ =
∑ μipi
k
i=1  and variance σ̅2 = ∑ pi[σi

2 + (μi − μ̅)
2]k

i=1 .  
Using the parameters  μ̅ and σ̅2,  a simple modification  
of  Cpk  is  given  by  
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C̃pk = min {

USL−μ̅

3σ̅
,
LSL−μ̅

3σ̅
}                                     (1) 

                =
d − |μ̅ − ạ|

3σ̅
 

where  USL and  LSL  are  the  upper  and  lower  
specification  limits  for  a  given output  variable,  d = ½  
|USL − LSL|,  and  a = ½ (USL + LSL). 

Utilizing the MLE’s of the mixture distribution, an 
estimator of C̃pk is as follows: 

 Ĉ̃pk = min {
USL−μ̂̅

3σ̂̅
,
LSL−μ̂̅

3σ̂̅
}                                         (3)             

=
d−|μ̂̅−ạ|

3σ̂̅
 

 
where:   d = ½|USL − LSL|        
               a = ½ (LSL-USL)     

   μ̂̅ = ∑ μipi
k
i=1        

   σ̂̅2 = ∑ pi[σ̂i
2 + (μ̂i − μ̂̅)

2]k
i=1 .  

 
Note that   p̂i =

n i

n
       

                   μ̂i =
1

ni
∑ Yij
ni
i=1  

                  σ̂i2 =
1

ni
∑ (Yij − μ̂i)

2ni
i=1  

 
Reference [1] showed that: 
a) μ̂̅ ~ AN(μ̅, σ̅

2

n⁄ ) ;  and 

b) σ̂̅ ~ AN(σ̅, μ4−σ̅
4

4nσ̅2
). 

 
The  above  results  are  essential  in  finding  the  

asymptotic  expectation  and  asymptotic  variance  of  
Ĉ̃pk. In what follows, we assume that Ĉ̃pk  is uniformly 
integrable. We start with the following lemma. 

 
Lemma 1. Let Y be distributed as Mixture Normal with 

mean  μ̅  and variance σ̅2.  Then μ̂̅ and σ̂̅ are 
independent. 

 
Lemma 2. Let Y be distributed as Mixture Normal with 

mean μ̅ and variance σ̅2. Then the asymptotic 
expectation of σ̂̅−1 is     AE[σ̂̅−1] =

1

σ̅
+ [

μ̅4−σ̅
4

4nσ̅5
]. 

Theorem 1. Given the assumptions (a) – (b) under the 
mixture set-up and assuming also that Ĉ̃pk is 
uniformly integrable, the asymptotic expression of 
Ĉ̃pk is 

     (4) 
 

Note that Ĉ̃pk is a biased estimator of C̃pk. The bias 
arises from two sources: 

a) AE[σ̂̅−1] = 1

σ̅
+ {

(μ̅−σ̅4)

4nσ̅5
} ≠

1

σ̅
 

b) AE[|μ̅ − ạ|] ≠ |μ̅ − ạ|. 
However, as n→∞ the bias disappers. 

 

Lemma 3. Let Y be distributed as Mixture Normal with 
mean μ̅ and variance σ̅2. Then,  the asymptotic 
expectation of σ̂̅−2 is 

                            AE[σ̂̅−2] =
1

σ̅2
+ 3 {

μ̅−σ̅4

nσ̅4
}.                 (5) 

 
Lemma 4. Let Y be distributed as Mixture Normal with 

mean μ̅ and variance σ̅2. Then, the asymptotic 
expectation of μ̂̅2 is 

                              AE[μ̂̅2 ] = μ̅2 + {
σ̅2

n
}.                     (6) 

 
Theorem 2. Let Ĉ̃pk2  be uniformly integrable, the 

asymptotic variance of Ĉ̃pk of the    mixture set-up is 
 

AV [Ĉ̃pk ] =
1

9
(
1

σ̅2
+
3(μ4−σ̅

4)

σ̅4n
) ×    

     
{d2 − 2d(σ̅√

2

nπ
exp {−

n

2σ̅2
(μ̅ − ạ)2} −

|μ̅ − ạ| [1 − 2Ф(−
√n

σ̅
(μ̅ − ạ))]) + (μ̅ − ạ)2}             

           −{AE [Ĉ̃pk]}
2

                (7)
  

 
where AE [Ĉ̃pk ] is given in equation (4). 

 
Note that Ĉ̃pk2  is a biased estimator of C̃pk2 . The bias arises 
from two sources: 

a) AE[σ̂̅−2] = 1

σ̅2
+ 3 {

(μ4−σ̅
4)

σ̅4n
} ≠

1

σ̅2
 

b) AE[(μ̂̅ − ạ)2] = (μ̅ − ạ)2 + σ̅2

n
≠ (μ̅ − ạ)2. 

However, as n → ∞ the bias tends to zero. 
 
 Results that follows determine what will happen if 

we insist using the Ĉpk index where in fact we know that 
our data is coming from a mixture set-up. 

 
Lemma 5. Let Y be distributed as MixN (μ̅, σ̅2). The 

mean and the variance now becomes 
 

Y̿ = ∑ Y̅ip̂i
k
i=1                                            (9) 

 
S2 =

n

n−1
σ̂̅2.                      (10) 

 
Theorem 3. Let Y be distributed as MixN (μ̅, σ̅2) and 

assume that Ĉpk is uniformly integrable. The 
asymptotic expectation of Ĉpk now becomes 

   AE[Ĉpk] = √
n−1

n
AE [Ĉ̃pk] 

                          

where AE [Ĉ̃pk]  is given in equation    (4) 
 
 Notice that if we insist on using the Ĉpk index 

even that we know that our data is coming from a 
mixture set-up it will only underestimate the true value 
of the Ĉ̃pkindex in an asymptotic sense. Which means 
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that the Ĉpk is not applicable to be used when the set-
up is mixture. 

 
Theorem 4. Let Y be distributed as MixN (μ̅, σ̅2) and 

assume that Ĉpk
2 is uniformly integrable. The 

asymptotic variance of Ĉpk is equal to 
                                 AV[Ĉpk] =

n−1

n
AV [Ĉ̃pk]                  (11) 

                            

where AV [Ĉ̃pk]  is given in equation (7) 
Proof: 

In solving for the variance of Ĉpk, we only need to 
solve for the asymptotic expectation of Ĉpk2 . That is, 

 
 
Again, 𝐴𝐸[(d − |μ̂ − ạ|)2] was already derived earlier 
and so we are left with finding the AE[S−2]. Now, 

 

AE[S−2] =
n − 1

n
AE[σ̂̅2] 

=
n − 1

n
[
1

𝜎̅2
+
3(𝜇4 − 𝜎̅

4)

𝑛𝜎4
] 

 
Substituting the results, we have 

 𝐴𝐸[Ĉpk
2 ] =

1

9

n−1

n
[
1

𝜎̂̅2
+
3(𝜇4−𝜎̂̅

4)

𝑛𝜎̂̅4
] × 

  {𝑑2 − 2𝑑 (√
2

𝑛𝜋
𝑒𝑥𝑝 {−

𝑛

2𝜎̅2
(μ̅ − ạ)2} −

|μ̅ − ạ| [1 − 2Ф(−
√n

σ̅
(μ̅ − ạ))]) + (μ̅ − ạ)2} 

 

 AE[Ĉpk
2 ] =

n−1

n
AE [Ĉ̃pk

2 ] . 
 
 

Thus, 

AV[Ĉpk] =
n − 1

n
AE [Ĉ̃pk

2 ] − {
n − 1

n
AE [Ĉ̃pk]}

2

 

      =
n−1

n
{AE [Ĉ̃pk

2 ] − (AE [Ĉ̃pk])
2

} 

AV[Ĉpk] =
n − 1

n
AV [Ĉ̃pk]  .                  ∎ 

 
 So, we already have derived the two asymptotic 

variances from two different set- ups.   One, was in the 
case for the mixture set-up and the other one was in the 
case wherein we insisted in using the usual index (i.e., 
from a normally distributed random variable) where in 
fact we know that our data is coming from a mixture set-
up.    Also, the result of Kotz and Johnson (1993) was 
presented right after the asymptotic variance of the 
mixture set-up.  These results were taken for comparison 
to the mixture set-up. Our next goal now  is to show that 
the asymptotic variance  of Ĉpk (as defined in 1.4) is 
greater  compared  to  the  asymptotic  variance  of  Ĉ̃pk  
(as  defined  in 1.2).  This is presented in the theorem 
below. 

 

Theorem 5.  The asymptotic  variance  of  Ĉpk  is greater  
compared  to the asymptotic variance of Ĉ̃pk,  i.e., 

                                          AV[Ĉpk] > AV [Ĉ̃pk] . 
 The result above showed that Ĉpk is as good as 

Ĉ̃pk as n → ∞ but there is a difference when n is small. 
 In our previous results, we have come-up with 

estimate of the parameter C̃pk, or more precisely, point 
estimation of value of a function of the C̃pk. Our next 
goal now is to construct a confidence interval for C̃pk. 

 
Theorem 6. Let Ĉ̃pk be distributed as asymptotic normal 

and that the asymptotic expectation and asymptotic 
variance of Ĉ̃pk is given in equations 1.1 and 1.2 
respectively. An approximate 100(1 – α)% 
confidence interval for C̃pk is 

     
 

 We have just come-up an approximate 100(1-α)% 
confidence interval for C̃pk. This result can be extended 
to hypothesis testing. As the term suggests, one wishes to 
decide whether or not some hypothesis that has been 
formulated is correct. The choice here lies between only 
two decisions: accepting or rejecting the hypothesis. Two 
hypotheses are discussed here: First, the hypothesis being 
tested, is called the null hypothesis, denoted by Ho, and 
the second is called the alternative hypothesis, denoted 
by Ha. The thinking is that if the null hypothesis is false, 
then the alternative hypothesis is true, and vice versa. In 
our case, we want to test the hypothesis that the 
parameter C̃pk is equal to some specified value. This is 
presented on theorem form below. 

 
Theorem 7. Let Ĉ̃pk be distributed as asymptotic normal 

and that the asymptotic expectation and asymptotic 
variance of Ĉ̃pk is given in equations 1.1 and 1.2, 
respectively. We test the hypothesis that C̃pk =
C̃pk(0) against the alternative hypothesis that C̃pk ≠
C̃pk(0) and the corresponding statistic is given 
below: 

 
 

 The test rejects the null hypothesis if and only if: 
Z > Z1−α 2⁄  or Z > −Z1−α 2⁄ . 

 
4. Conclusion and Recommendation 

Based on the given unconditional mixture, a new 
Cpk, say C̃pk, was formulated. An estimator of C̃pk, 
denoted as Ĉ̃pk, was formulated as: 

𝐂̂̃𝐩𝐤 =
𝐝 − |𝛍̂̅ − ạ|

𝟑𝛔̂̅
. 
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 Taking the asymptotic expectation of the above 
equation resulted in: 

 
 
However, it was observed, that Ĉ̃pk was a biased 

estimator of C̃pk. The bias arose from two sources, i.e.,  

i) AE[σ̂̅−1] = 1

σ̅
+ {

μ4−σ̅
4

4nσ̅5
} ≠

1

σ̅
 and  

ii) AE[|μ̂̅ − ạ|] ≠ |μ̂̅ − ạ|. 
 
 The derived asymptotic variance of the 

unconditional bivariate mixture follows: 
 

AV [Ĉ̃pk] = AE [Ĉ̃pk
2 ] − {AE [Ĉ̃pk ]}

2

 
 
       = 1

9
(
1

σ̅2
+
3(μ4−σ̅

4)

σ̅4n
) × 

{d2 − 2d (σ̅√
2

nπ
exp {−

n

2σ̅2
(μ̅ − ạ)2} 

         

−|μ̅ − ạ| [1 − 2Ф(−
√n

σ̅
(μ̅ − ạ))] 

 

+(μ̂̅ − ạ)2 +
σ̅2

n
} −{AE [Ĉ̃pk ]}

2

. 
 

It can be observed from the above equation that Ĉ̃pk2  
was also a biased estimator of C̃pk2 . The bias arose from 
two sources: 

a) E[σ̂̅−2] = 1

σ̅2
+ 3 {

(μ4−σ̅
4)

σ̅4n
} ≠

1

σ̅2
 ;  and 

b) AE[(μ̂̅ − ạ)2] = (μ̅ − ạ)2 + σ̅2

n
≠ (μ̅ − ạ)2. 

 
Since Ĉ̃pk and Ĉ̃pk2  are both bias estimators of their 

respective parameters, the asymptotic variance of Ĉ̃pk is 
also a biased estimator. However, for a large n the bias 
tends to zero. 

In comparing the efficiency of Ĉ̃pk and  Ĉpk, based 
on asymptotic variances, i.e., Var(Ĉ̃pk) and Var(Ĉpk), it is 
noted that Var(Ĉ̃pk) is less than Var(Ĉpk). This implies 
that the  derived  variance   is  most  appropriate   for  
data  coming  from  the  unconditional bivariate mixture. 

In the case where it was insisted that the  Ĉpk  index 
be used, even if the data is coming from the 
unconditional bivariate mixture, the results showed that 
the asymptotic expectation of Ĉpk underestimates the 
asymptotic expectation of Ĉ̃pk. The same thing happened 
with regard to the asymptotic variance, which means that 
there is really a need for a new index intended 
specifically for the unconditional bivariate mixture. 

The  author   then  recommends   that  the derived  
asymptotic  expectation   and asymptotic   variance  of   
Ĉ̃pk   be  used  specifically   if the  data  is  coming  from  
the unconditional bivariate mixture. 
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Abstract 

Real estate business growth is important for the Thai economy as seen from 5.45% of GDP in 2014. This 
study attempts to find out leading indicator variables to forecast real estate crisis and cycle. The methodology is to 
use quantitative and qualitative information. Quantitative data is to use vector autoregressive (VAR) to figure out 
the variables with the most effective and suitable lagging periods. There are four selected variables, extracted from 
three case studies of the past real estate crisis, Sweden in 1992, Thailand in 1997, and USA in 2008. This study 
uses 74 quarterly data from 1995/Q3 to 2014/Q3. The dependent variable is a growth of Thai real estate value 
(RE-VALUE) with quarterly percent change of growth of the Thai stock market (SET), growth of real gross 
domestic product (GDP) and growth of minimum loan rate (MLR). The result is when the 1st lag of RE-VALUE 
increase 1 %, it will decrease the current quarter of RE-VALUE by 0.4391% at 90% significant. Qualitative data 
analysis is done by in-depth interview with selected six experts on four topics, definition of real estate business 
cycle, the upcoming real estate crisis characteristics in Thailand, opinion in speculation, opinion in 
macroeconomic variables which affect the real estate business. The result of VAR shows that Q4/2015 is the last 
quarter of growth in RE-VALUE. Subsequently, this ratio will decline in a linear movement. Forecasting shows 
growth of GDP is less than 0.5% from Q2/2017 which relates to qualitative analysis that GDP is significant to the 
growth of real estate business. In reality, there are some warning signals, for example extreme increase of sale 
promotion, price discount, and stopping price soar. 

Keywords: Real estate crisis, oversupply, price bubble, real estate cycle, leading indicator, early warning 
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1. Introduction 

Currently, the growth of real estate business is 
important for the Thai economy. Noticeably, real estate 
and construction listed companies have high value, 
5,173 MB which is 18.79% of overall stock market, 
retrieved on 10 March 2015. Moreover, real estate and 
related business is value at 276,709 MB annually, which 
is 2.27% of GDP. The construction sector is 387,249 
MB, 3.18% of GDP. Thus, the two sections are 5.45% 
of GDP [1].  

Real estate value transaction comparing with the real 
estate loan value for buyer from a bank is going in the 
same direction (Fig. 1). This implies that most of the 
higher transaction value is for a loan. Buyers buy 
properties by using loan as much as available. In 2014, 
10.8 million of Thai households are indebted from total 
20 million households. In household debt, there is home 
loan 36.8%, 60,016 baht per household [2]. Moreover, 
the shrink of GDP will be a catalyst for real estate 
business slow down (Fig 2). If the real estate business 
enter a recession period, it will affect overall economic 
system. The shrink of home buyer purchasing power 
will occur after the economic slowdown. However 
many institutes and private companies do the research 
for estimating growth of real estate they always refer to 
different variables. Thus, the question of this study is 
what variables are leading indicator to forecast real 
estate crisis and real estate cycle.  

 

 
 
Figure 1: Comparison Home loan value and real estate 

transaction value 1995-2013 in Thailand 
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Figure 2: Comparison GDP and real estate transaction value 
1995-2013 in Thailand 

 
 

2. Main text 

 
2.1 Literature review 

In this part, there are three parts, explanation of the 
real estate cycle definition, explanation the four past 
real estate crisis, and explanation selected variables in 
other studies. 

 
2.1.1 Explanation of real estate cycle definition 

Vanichvatana [3] clarifies that real cycle has four 
periods.  

 
1. The expansion phase - House and land price 

quickly rise because of developers and speculators 
aggressively buy. Supply is limited. Buyers buy 
properties for investment instead of living.  

 
2. The contraction phase - After the peak point, 

supply is over. There are more sellers than buyers. 
House price stops increasing because the price is higher 
comparing with buyer’s income. Developers stop 
buying new land and also new project development.  

 
3. The recession phase - There are several negative 

signs, economic recession, decline of stock price, 
deflation, high interest rate, and high unemployment 
rate. Those signals lead to a real estate crisis. Buyers 
lose their confidence that this situation will be short 
term in V shape or long term in U shape of the graph. 

 
 4. The recovery phase - Economic starts recover. 

House inventory is decrease. It takes longer time to 
finish new houses. The seller has the power to negotiate 
prices. Economic investment is back. 

 
2.1.2 Explanation of the four past real estate crisis 

All three selected cases have the same pattern which 
is rising land price and house price for 4-6 years for 2-3 
times, then economic suddenly shrink and purchasing 
power is lost, due to increase of interest rate. Moreover, 
during to rising price, most of the buyers are disaster 
myopia (Appendix 2). 

 

2.1.3 Explanation variables were employed in other 

fields 

Hussein [4] uses eight factors that cause real estate 
crisis which are vacancy rate, absorption rate, time lag, 
type of property, property present value, government 
intervention, gross domestic product (GDP). 

Vanichvatana [3] uses factors in two types, 
macroeconomic and microeconomic. Macroeconomic 
factors are GDP, employment rate, financial factors, 
capital factors, and geographic factors. Microeconomic 
factor is housing start. 

Kim&Lee [5] use by matching correlation 
coefficient of these factors, land price, nominal GDP, 
consumer price index, stock price index, wage, real 
GDP. The high correlation is land price and GDP, land 
price and CPI. 

Pholphibul&Rukumnuaykit [6] use construction 
price index, money supply, property stock index, and 
post credit finance. 

 
2.2 Methodology 

This study uses quantitative and qualitative 
information. Quantitative data use vector autoregressive 
(VAR) to figure out the variables with the most 
effective and suitable lagging periods. There are four 
selected variables, extracted from three case studies of 
the past real estate crisis, Sweden in 1992, Thailand in 
1997, and USA in 2008. This study uses 74 quarterly 
data from 1995/Q3 to 2014/Q3. The pairwise 
correlation test is to test each pair to see how much it 
relates each other, the result is RE-VALUE has high 
relate with GDP in the same direction. On the other 
hand RE-VALUE relate to new house register in a 
negative direction. However, these variables are 
selected and considered together with the result from 
qualitative data, because the chosen statistic coincides 
with the period of crisis. So, it might contain abnormal 
information. The result is there are four variables 
selected. The dependent variable is a percent change in 
growth of Thai real estate value (RE-VALUE). During 
the 1997 real estate crisis, value of RE-VALUE was lost 
dramatically. Some buyers were unable to continue 
paying installments, transactions were thus turned into 
non-performing loan (NPL). NPL took 18 quarters for 
recovery and brought back the value of RE-VALUE to 
match with before the crisis. NPL is one of the main 
obstructions for economic acceleration.  The remaining 
variables are quarterly percent change in growth of the 
Thai stock market (SET), quarterly percent change in 
growth of real gross domestic product (GDP) and 
quarterly percent change in growth of minimum loan 
rate (MLR).  
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2.3 Result 

2.3.1 Equations 

The first test is a unit root test, Augmented Dickey-
fuller test, in order to confirm that all variables are 
stationary.  Lag order, this study use the Akaike 
information criterion (AIC) method which is popular for 
VAR equation. The result of AIC is the 4th lag order. 
Cointegration test is to test in long term equilibrium. 
The hypothesis is no cointegration. The result is that 
Trace statistic is higher than the critical value, it means 
denying the hypothesis. All selected variables have 
cointegration. Vector autoregressive (VAR) is the main 
equation for forecasting early warning, coefficient of 
each lag variable normally use significant at 95%. For 
this study allow significant at 90% in order to obtain 
more variables. 

 
Y 1,t = a0

11 + a1 11y1,t-1  + a1 12y2,t-2  +…… +  e 1,t (1) 
 

RE-VALUE t = -0.4391* RE-VALUE t-1 +0.2532* 

SETt-3    +0.0476* MLRt-3         (2) 
 

SET t = 0.2627* RE-VALUEt-2 +0.2740 *         

RE-VALUE t-3   –0.0527* MLR t-4       (3) 
 

GDPt =1.3098* +6.8209 *SETt-1 +4.5532* SETt-4 

0.3533* GDPt-1 -0.6039* GDPt-2 -0.3245 *GDPt-3 + 

0.2698* GDPt-4 +0.9048* MLRt-2     (4) 

MLR t = 0.3591*MLRt-1 -0.2387* MLRt-2        (5) 

Where * is significant at 90% 

 
2.3.2 Qualitative data analysis  
Qualitative data analysis does by in-depth interview.  

The interviewees are six experts from relevant subjects 
with four topic questions, definition of real estate 
business cycle, expectation of similarity of the 
upcoming real estate crisis in Thailand comparing with 
the last crisis, opinion in pseudo demand and 
speculation, and opinion in macroeconomic variables 
which affect to real estate business. To sum up, cycle of 
real estate in Thailand is not obvious. It potentially 
similar to the other business one cycle is around 7-9 
years. The real estate cycle corresponds with GDP and 
interest rate. To compare Thai and US interest rate 
before and after crisis, the pattern before crisis interest 
rate climbs up slowly. Definitely, after crisis 
government need to reduce interest rate to stimulate 
economic drive.  Most interviewees give the definition 
of crisis that the unbalancing of demand and supply. 
When the price bubble ended, over supply is more 
obvious. Developers cannot sale their assets. Buyers 
have higher risks. The risk might be buyers will not get 
properties as they had paid. Buying real estate will 
make long term debt, buyers must be confident that they 
can pay interest continually. If the economy starts to 
slow down, it will affect sales volume of real estate. In 
their opinion, speculative is normal in this type of 

business. Speculative always occur when interest rate is 
low. In order to keep the balance of three types of 
customer, real demand, investor, and speculator, 
developers must maintain a high percentage ratio of real 
demand. 

 
3. Conclusion 

The result of VAR shows Q4/2015 is the last quarter 
of growth in RE-VALUE. Subsequently, this ratio will 
decline in a linear movement (Fig. 3). RE-VALUE will 
have small cycle, but each peak will not be higher than 
2015q4. This implies that Thai real estate business will 
enter a recession phase which might be in U shape 
because the forecast does not show any turning point.    
The forecast shows that the growth of GDP is less than 
0.5% from Q2/2017. This relates to qualitative analysis 
that GDP is significant to the growth of real estate 
business. Before the real estate crisis in 1997, growth of 
real GDP q-o-q is less than 1.0 % to minus since 
Q2/1995 until Q3 / 1998, 14 quarters (Fig. 4). Impulse 
response function test shows change in RE-value in the 
past one unit affect 1st quarter in negative direction and 
then 2nd-6th quarter will affect in positive direction. 7 th 
quarter onward will be long term equilibrium (Fig. 5).  

Nowadays, there are some warning signals, for 
example an extreme increase of sale promotion for 
condominium, price discount for low rise projects, 
stopping price soar. Those circumstances indicate the 
forecast result of the research. However, Thai 
developers can adjust their projects and have a better 
decision due to the past experience. Thus, the new real 
estate crisis might not be happen due to experience of 
developers. 

 The study limitation is another economic effect 
which suddenly happens such as new issue of an official 
development plan. 
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Figure 3: RE-VALUE from 1995q4 – 2020q2 (Top), 
Forecasting of RE-VALUE from 2014q4-2020q2 (Bottom) 

 

   
 

Figure 4: The result of forecasting percent change of SET, 
MLR, GDP and real estate transaction value 2014q4 -2020q3 

 
 

 

 
 

Figure 5: The result of impulse response function SET, MLR, 
GDP and real estate transaction value 2014q4 -2020q3 
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Appendix A. Result from VAR model forecasting 

 

Quarter RE-value SET MLR GDP 
2014q4 0.0127 0.0613 0.0603 0.0670 
2015q1 0.0221 0.0870 -0.0435 0.0157 
2015q2 0.0203 -0.0426 -0.0300 -0.0258 
2015q3 0.0095 -0.0638 -0.0004 -0.0033 
2015q4 0.0158 0.0026 0.0070 0.0441 
2016q1 -0.0053 0.0140 0.0026 0.0113 
2016q2 -0.0139 -0.0276 -0.0007 -0.0279 
2016q3 0.0071 -0.0446 -0.0009 -0.0033 
2016q4 0.0006 0.0012 -0.0001 0.0360 
2017q1 -0.0073 0.0155 0.0002 0.0118 
2017q2 -0.0082 -0.0263 0.0001 -0.0220 
Quarter RE-value SET MLR GDP 

2017q3 0.0039 -0.0423 0.0000 -0.0020 
2017q4 0.0022 -0.0033 0.0000 0.0299 
2018q1 -0.0076 0.0098 0.0000 0.0113 
2018q2 -0.0073 -0.0237 0.0000 -0.0174 
2018q3 0.0024 -0.0372 0.0000 -0.0013 
2018q4 0.0014 -0.0061 0.0000 0.0253 
2019q1 -0.0066 0.0061 0.0000 0.0108 
2019q2 -0.0065 -0.0217 0.0000 -0.0133 
2019q3 0.0013 -0.0333 0.0000 -0.0006 
2019q4 0.0010 -0.0081 0.0000 0.0215 
2020q1 -0.0059 0.0026 0.0000 0.0102 
2020q2 -0.0059 -0.0200 0.0000 -0.0100 
2020q3 

 
-0.0005 -0.0301 0.0000 -0.0000 

 

 

 

 

Appendix B. Comparison of three past real estate crisis in the world  
Table 1: Comparison of three past real estate crisis in the world 

 
 Sweden (end of 1992) Thailand (mid 1997) United State (2008) 

Loan campaign Encourage loaning, low 
interest rate, unrestricted loan. 

Bank and non-bank offer 
easily loan. A lot foreign money 
supply.  

Allow financial institute can 
give loan for home loan and also 
release bond for with has real 
estate to be collateral.  

Price bubble Real estate price rise 
quickly during 1986-1990 

Land price increase greatly 
and landlord resell to new owner 
repeatedly. 

Real estate price increase 
quickly because how high cost of 
property that mean value of 
issued bond also increase. 

Non-performing loan  Highly increase After an issue of floating 
exchange rate, NPL increase 
highly due to developer lost their 
cash flow because foreign loan 
has cost 2-3 times more than 
before. 

Highly increase  during 2007-
2010 

Exchange rate Use floating exchange 
policy in November 1992 

Use floating exchange policy 
at 2 July 1997 

No change 

Interest rate Since 1985 real interest rate 
after tax was minus. Household 
saving decrease to minus 4% In 
1992, the lost of Household 
wealth reduced household 
purchasing power. Saving 
increased to +8% The shrink of 
demand and GDP led to 
unemployed issue. 

Even though high interest 
rate, most of developer loan 
foreign loan due to lowest cost 
and fixed exchange rate. 
Developers aggressively invest 
until oversupply coincident with 
change policy to floating 
exchange rate. Developer could 
not able to pay interest.  

Low interest rate in 2001 lead 
to financial institute to try 
decrease loan standard in order to 
increase clients. Until June 2004 
FED increase interest rate 1% in 
June 2006 interest rate is 5.25%, 
Price bubble was ended, house 
price was decrease, but interest 
was still high. 

Duration rising of 
real estate price 
contentiously. 

10 years (1 9 8 0 -1 9 8 9 ). 
House price index from 100 to 
700  

6 years (2002-2007). House 
price index from 120 to 190 

11 years (1 9 9 7 -2 0 0 7 ) US 
National index level from 80 to 
190 

Interest rate 2 years 
before crisis 

6.59 % 7.25 % 4.74 % 
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Interest rate 1  year 
before crisis 

7.21 % 9.02 % 5.26 % 

Interest rate during 
the crisis year  

14.04 % 9.21 % 3.07 % 

Unemployment rate 1 
year before crisis 

1.5 % 1.10 % 4.70 % 

Unemployment rate 
during the year of 
crisis 

13% 0.90% 5.9 % 

Unemployment rate 1 
year after crisis 

9.50 % 3.4 % 9.30% 

Duration from  the 
last crisis 

2 0  years after recession of 
growth of GDP, GDP growth 
merely 1.1 % 1970-1991 

1 4  years after trust company 
crisis and the 1st reduction of 
Baht exchange rate  

18 years 

GDP recovery period 3 years 3 years 3 years 
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Abstract 

Capture-Recapture methodology has been used to estimate an unknown size N of a population and the 
number of units in the population that are never observed. A counting distribution arises when we summarize 
how often a unit was identified. A widely used model for count data is Poisson Model having parameter  . 
Owing to the large number of missing units, the counting distribution can be approached with a zero-modified 
Poisson models. By fixing known zero-modification parameter to be [0,1], two new estimators are proposed. One 
is developed along the line of the Turing’s estimator so-called Generalized Turing’s estimator. The other is 
derived in the spirit of the Chao’s estimator censoring the counts larger than two so-called Generalized Chao’s 
estimator. As a result, we attach the estimators the indexes GTuring and GChao and call GTuringN̂  and GChaoN̂ , 
respectively. To investigate performance of the proposed estimators, the simulation study is done and compared 
with conventional estimators including the Chao’s estimator, the Turing’s estimator and the Lanumteang-
Böhning’s estimator. The results show that two new estimators perform the best with smallest bias and smallest 
mean square error for all population sizes. However, the GTuringN̂  shows benefits, in comparison with the GChaoN̂ , in 
terms of bias and mean square error.  A study of count data in golf-tees experiment is undertaken to illustrate the 
potential of the two proposed estimators. 

Keywords: Capture-Recapture, Zero-inflated Poisson Model, Turing’s estimator, Chao’s estimator 
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1. Introduction 

In an attempt to overcome the problem of estimating 
an unknown size N of a population that is hidden and 
difficult to reach, capture-recapture methods have been 
widely used in enumerating the size N of a population. 
We assume that a population is closed with size N. It 
means that the unknown N remains constant during the 
period of the study (no birth, death or migration) [1].  
To formulate an estimate of the population size N, an 
identifying mechanism, e.g. trapping, diagnostic device, 
register, is used to identify units having a characteristic 
of interest. According to the identifications, not only a 
count y but also the number of units identified exactly y 
times is obtained.  

Let dY be the number of times that unit d is 
identified, Nd ,...,3,2,1 . Thus, 0dY  is unobserved. 
Let n denotes the number of observed units. Without 
loss of generality, nYYY ,...,, 21  be the observed sample 
of non-zero counts and Nnn YYY ,...,, 21   be the 
remaining which are unobserved. Also, let fi denotes the 
number of units identified i times where i = m,...,2,1,0  
and m is the largest observed count. It is clear from the 
sample that mf...ff ,,2,1  except f0 can be obtained. As a 
result, mf...ffn  21  and N =n + f0. Therefore, the 
unobserved zero count f0 requires to be estimated in 
order to obtain an estimate for the population size N. 
Let pi denote probability of identifying a unit i times. 

Accordingly, 0p is the probability that a unit is not 
observed. The unknown f0 may be replaced by the 
expected value Np0. If p0 were known then we can solve 
for 0fnN   = n + N 0p . However, 0p  is unknown 
and is requires to be estimated. Solving for N leads to 
the well-known Horvitz-Thompson estimator  

 
0ˆ1

ˆ
p

n
N


  .  (1) 

See [2] for more details. 
 A question arises how we can estimate the 
unknown 0f  or the unknown 0p . Based upon repeated 
identifications in the period of the study, we postulate 
that Y is modeled by Poisson distribution having mean 
parameter . It is assumed that all units in the 
population have the identical Poisson parameter . The 
corresponding model is called homogeneous Poisson 
model. However, count data modeled by identical  are 
rare in practice. An alternative model incorporating 
heterogeneity might be more appropriate. There are 
numerous population size estimators which are built 
upon homogeneous and heterogeneous Poisson models. 
An example of the estimator based on homogeneity is   

 
 Sf    

n
     NTuring

11
ˆ


    (2) 

 
where S = 0f0 + 1f1 + …+ mfm [see 3]. Furthermore, two 
estimators of Chao [4] and Lanumteang-Böhning [5] 
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allow population heterogeneity. Chao's estimator and 
Lanumteang-Böhning estimator are given by 

 
f

f
      n    NChao

2 2

2
1ˆ   

and 














 2

2

31

2

2
1

2
3

2
ˆ

f

ff

f

f
nNLB

 , respectively. 
For count data, the Poisson model does not fit for 

some situations because of too many zeros or too few 
zeros. For example, in industry, there is concern about 
finding the number of defects in total in manufacturing 
[6]. In public health and epidemiology, there is concern 
about demonstrating quantify dental status of children 
in Belo Horizonte, Brazil [7]. In social sciences, the 
interest is in estimating the number of people who is 
illegal gun ownership in Netherlands [8]. These might 
be the case that extra zeros are large relative to the other 
counts. In addition, the population size estimators which 
are developed under the homogeneity and heterogeneity 
Poisson might be often underestimating because of 
extra zero counts. To allow flexibility for extra zero 
counts including the Poisson model as a special form, 
the zero-inflated Poisson model is more appropriate [9]. 
As a result, it is interesting to develop alternative 
estimators based on the zero-inflated Poisson model. 
Two new estimators have been proposed in section 2. A 
simulation study is presented in section 3 to compare 
the proposed estimators with the conventional 
estimators including the Turing’s estimator, Chao’s 
estimator and Lanumteang-Böhning’s estimator. Shown 
in section 4 is an application with the frequency of 
recovery counts in golf-tees experiment. Finally, the 
conclusion and discussion are shown in the last section. 
 

2. The Proposed Estimators 

 Suppose that a population is closed with size N. The 
distribution of count Y is the zero-modified Poisson [9] 
which is of the form 
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where  denotes mean parameter,  > 0 and  denotes 
zero modification parameter, )1(0  e/eπ λλ . 
Different values of   lead to different modifications of 
the Poisson model. In the case that   takes the values 

]1,0[ , ),;( yfZMP  becomes the zero-inflated Poisson 
model as follows:  
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We restrict ourselves to the situation that the zero 
modification parameter  is known. The contribution 
here is developing two new estimators as presented in 
following subsections. 

 

2.1 The generalized Turing’s estimator 

We consider the Horvitz-Thompson’s estimator 
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Under homogeneous Poisson model with parameter  , 
the probability of identifying a unit i times has the form  
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where p1 is the probability of identifying a unit once. 
The estimate of 0p  is  
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This leads to the Turing’s estimator [see 3]  
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Along the line of the Turing’s estimator, we 
consider the zero-inflated Poisson model. We know that 
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We attach the new estimators the index GTuring and 
call the generalized Turing’s estimator GTuringN̂ . As can 

be seen, GTuringN̂  is closely associated with Turing’s 

estimator. If  = 1 then GTuringN̂  becomes the Turing’s 
estimator. 
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2.2The generalized Chao’s estimator 

Let Y be given according to the zero-inflated 
Poisson model. In practice, units are likely to be 
captured only a few times. Consequently, most of 
counts are f1 and f2. If we constrain the counts to only 
two values, 1 and 2, and censor the counts larger than 2, 
the associated truncated zero-inflated Poisson are given 
as  
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The log- likelihood function takes the form 
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As can be seen, the log- likelihood function capturing 
only 1’s counts and 2’s counts is not affected by the 
zero modification parameter . Maximizing (4) with 
respect to   produces the maximum likelihood 
estimator  
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Consequently, a new population size estimator based 
upon censoring the counts larger than two is  
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We attach the new estimators the index GChao and call 
the generalized Chao’s estimator GChaoN̂ . As can be 
seen, GChaoN̂  is closely associated with Chao’s 
estimator. If  = 1 then GChaoN̂  becomes the Chao’s 
estimator which is of the form [4] 
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 Recently, Lanumteang and Böhning (2011) have 
proposed a new estimator by extending Chao’s 
estimator and using monotonicity of ratios of 
neighboring frequency counts under Poisson-Gamma 
mixture model or negative binomial. The Lanumteang-
Böhning’s estimator is given by [5] 
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According to GChaoN̂  and LBN̂ , it can be considered 
that both GChaoN̂  and LBN̂  are adjusted estimators of 
the Chao estimator. Hence, we investigate the effect of 
the adjustment factors in the simulation study. 

3. Simulation Study 

The simulation study is done to investigate the 
performance of GTuringN̂   and GChaoN̂  and to compare 
with conventional estimators such as the Turing’s, 
Chao’s and Lanumteang-Böhning’s estimator.  

 
3.1 Designs of Simulation 

Data are generated from a number of models. 
Firstly, populations are simulated under zero-inflated 
Poisson distribution, ),( ZIP where  = 1, 2, 3 and 

π = 0.5, 0.7, 0.9, 1. These are the cases that GTuringN̂  and 

GChaoN̂  are derived. Secondly, we consider the 
situations of contamination having equal weights under 
probabilities model ),(5.0),(5.0 21  ZIPZIP   ;  
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),( 21  = (1,2), (1,3), (2,3) and π = 0.5, 0.7, 0.9, 1. We 
also study the case of heterogeneity model; ZINB(k,,π), 
or the marginal of Poisson-Gamma mixture model, 
where (k,) = (1,0.3), (3,0.5), (5,0.7) and π = 0.5, 0.7, 
0.9, 1. The population size to be estimated is N = 100, 
1,000 and 10,000. Each situation is repeated 10,000 
times. 

Performance of population size estimators is 
evaluated in terms of bias, variance and mean square 
error. Due to the fact that with increasing N the 
expected values and the variance increase, we take 
Relative bias (RBias), Relative variance (RVar) and 
Relative mean square error (RMSE) to be the following: 

  
N

NNE
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3.2 Results of Simulation 

Presented in Table 1 - Table 3 are results of the 
simulation study. Estimating the size N of populations is 
consider under homogeneity and heterogeneity models. 
We summarize a few major results as following  

 
Table 1: relative bias; RBias, relative variance; RVar, and relative mean square error; RMSE 

(homogeneity model) 

Estimator 
N=100 N=1,000 N=10,000 

RBias RVar RMSE RBias RVar RMSE RBias RVar RMSE 

Y=ZIP(1,0.5) 
Turing -0.4841 0.0127 0.2470 -0.4984 0.0010 0.2495 -0.4998 0.0001 0.2499 
Chao -0.4635 0.0288 0.2436 -0.4971 0.0016 0.2487 -0.4996 0.0002 0.2498 
GTuring 0.0318 0.0507 0.0517 0.0031 0.0041 0.0041 0.0005 0.0004 0.0004 

GChao 0.0857 0.1019 0.1092 0.0070 0.0054 0.0054 0.0009 0.0005 0.0005 
LB 0.0674 47.1473 47.1518 -0.4849 0.0086 0.2437 -0.4985 0.0007 0.2492 

Y=ZIP(1,0.7) 
Turing -0.2858 0.0143 0.0960 -0.2991 0.0013 0.0907 -0.2999 0.0001 0.0900 
Chao -0.2658 0.0300 0.1006 -0.2974 0.0021 0.0905 -0.2997 0.0002 0.0900 
GTuring 0.0204 0.0293 0.0297 0.0013 0.0026 0.0026 0.0002 0.0003 0.0003 

GChao 0.0542 0.0551 0.0581 0.0042 0.0037 0.0038 0.0004 0.0004 0.0004 
LB 0.0284 13.1928 13.1936 -0.2844 0.0111 0.0919 -0.2986 0.0009 0.0900 

Y=ZIP(1,0.9) 
Turing -0.0826 0.0167 0.0235 -0.0986 0.0014 0.0015 -0.0998 0.0001 0.0101 
Chao -0.0654 0.0319 0.0362 -0.0974 0.0024 0.0027 -0.0997 0.0002 0.0102 
GTuring 0.0194 0.0206 0.0210 0.0015 0.0018 0.0015 0.0002 0.0002 0.0002 

GChao 0.0397 0.0379 0.0394 0.0030 0.0029 0.0027 0.0003 0.0003 0.0003 
LB 0.1346 0.9801 0.9982 -0.0857 0.0131 0.0150 -0.0988 0.0012 0.0109 

Y=ZIP(1,1) 
Turing 0.0159 0.0174 0.0177 0.0015 0.0015 0.0015 0.0002 0.0002 0.0002 

Chao 0.0332 0.0361 0.0372 0.0031 0.0027 0.0027 0.0004 0.0003 0.0003 
GTuring 0.0159 0.0174 0.0177 0.0015 0.0015 0.0015 0.0002 0.0002 0.0002 

GChao 0.0332 0.0361 0.0372 0.0031 0.0027 0.0027 0.0004 0.0003 0.0003 
LB 0.2556 11.1704 11.2357 0.0163 0.0150 0.0152 0.0017 0.0013 0.0013 
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Table 2: relative bias; RBias, relative variance; RVar, and relative mean square error; RMSE  
(heterogeneity model) 

Estimator 
N=100 N=1,000 N=10,000 

RBias RVar RMSE RBias RVar RMSE RBias RVar RMSE 

Y=0.5ZIP(1,0.7)+0.5ZIP(2,0.7) 
Turing -0.3289 0.0060 0.1142 -0.3342 0.0006 0.1122 -0.3344 5.67E-05 0.1119 
Chao -0.3004 0.0126 0.1029 -0.3178 0.0010 0.1020 -0.3190 9.66E-05 0.1018 
GTuring -0.0413 0.0123 0.0140 -0.0488 0.0012 0.0035 -0.0491 0.0001 0.0025 
GChao 0.0008 0.0204 0.0204 -0.0367 0.0015 0.0029 -0.0394 0.0001 0.0017 

LB -0.1536 0.5625 0.5861 -0.2915 0.0043 0.0893 -0.2994 0.0004 0.0900 
Y=0.5ZIP(1,0.9)+0.5ZIP(2,0.9) 

Turing -0.1383 0.0060 0.0251 -0.1438 0.0006 0.0212 -0.1441 5.73E-05 0.0208 
Chao -0.1061 0.0133 0.0245 -0.1229 0.0011 0.0162 -0.1243 0.0001 0.0156 
GTuring -0.0425 0.0074 0.0092 -0.0486 0.0007 0.0031 -0.0490 7.08E-05 0.0025 
GChao -0.0075 0.0146 0.0146 -0.0293 0.0012 0.0020 -0.0311 0.0001 0.0011 

LB 0.0231 0.2329 0.2334 -0.0912 0.0052 0.0135 -0.0992 0.0005 0.0103 
Y=0.5ZIP(1,1)+0.5ZIP(2,1) 

Turing -0.0449 0.0056 0.0077 -0.0491 0.0005 0.0029 -0.0492 5.43E-05 0.0025 
Chao -0.0111 0.0133 0.0134 -0.0262 0.0011 0.0018 -0.0272 0.0001 0.0009 
GTuring -0.0449 0.0056 0.0077 -0.0491 0.0005 0.0029 -0.0492 5.43E-05 0.0025 
GChao -0.0111 0.0133 0.0134 -0.0262 0.0011 0.0018 -0.0272 0.0001 0.0009 
LB 0.1178 0.2065 0.2204 0.0084 0.0057 0.0058 0.0004 0.0005 0.0005 

Y=ZINB(5,0.7,0.7) 
Turing -0.3374 0.0036 0.1175 -0.3399 0.0004 0.1159 -0.3400 3.62E-05 0.1156 
Chao -0.3062 0.0072 0.1009 -0.3187 0.0006 0.1021 -0.3195 5.91E-05 0.1021 
GTuring -0.0534 0.0074 0.0103 -0.0570 0.0007 0.0040 -0.0571 7.39E-05 0.0033 

GChao -0.0024 0.5759 0.5760 -0.0619 0.0008 0.0047 -0.0651 8.25E-05 0.0043 
LB -0.1953 0.4169 0.4551 -0.2972 0.0021 0.0905 -0.3026 0.0002 0.0918 

Y=ZINB(5,0.7,0.9) 
Turing -0.1488 0.0032 0.0254 -0.1514 0.0003 0.0232 -0.1514 3.14E-05 0.0230 
Chao -0.1113 0.0074 0.0198 -0.1242 0.0006 0.0160 -0.1251 6.03E-05 0.0157 
GTuring -0.0542 0.0040 0.0069 -0.0571 0.0004 0.0036 -0.0572 3.87E-05 0.0033 
GChao -0.0170 0.0189 0.0192 -0.0389 0.0006 0.0021 -0.0403 5.95E-05 0.0017 

LB -0.0056 0.1634 0.1634 -0.0982 0.0024 0.0120 -0.1037 0.0002 0.0110 
Y=ZINB(5,0.7,1) 

Turing -0.0558 0.0025 0.0057 -0.0570 0.0003 0.0035 -0.0571 2.50E-05 0.0033 
Chao -0.0171 0.0067 0.0070 -0.0269 0.0006 0.0013 -0.0279 5.61E-05 0.0008 
GTuring -0.0558 0.0025 0.0057 -0.0570 0.0003 0.0035 -0.0571 2.50E-05 0.0033 
GChao -0.0171 0.0067 0.0070 -0.0269 0.0006 0.0013 -0.0279 5.61E-05 0.0008 
LB 0.0786 0.1254 0.1316 0.0015 0.0025 0.0025 -0.0041 0.0002 0.0003 
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Table 3: The estimated population size of five estimators 
N TuringN̂  ChaoN̂  GTuringN̂  GChaoN̂  LBN̂  

Y=ZIP(1,0.5) 
100 52 54 103 109 107 

1,000 502 503 1003 1007 515 
10,000 5002 5004 10005 10009 5015 

Y=ZIP(1,0.7) 
100 71 73 102 105 103 

1,000 701 703 1001 1004 716 
10,000 7001 7003 10002 10004 7014 

Y=ZIP(1,0.9) 
100 92 93 102 104 113 

1,000 901 903 1002 1003 914 
10,000 9002 9003 10002 10003 9012 

Y=ZIP(1,1) 
100 102 103 102 103 126 

1,000 1001 1003 1001 1003 1016 
10,000 10002 10004 10002 10004 10017 

Y=0.5ZIP(1,0.7)+0.5ZIP(2,0.7) 
100 67 70 96 100 85 

1,000 666 682 951 963 708 
10,000 6656 6810 9509 9606 7006 

Y=0.5ZIP(1,0.9)+0.5ZIP(2,0.9) 
100 86 89 96 99 102 

1,000 856 877 951 971 909 
10,000 8559 8757 9510 9689 9008 

Y=0.5ZIP(1,1)+0.5ZIP(2,1) 
100 96 99 96 99 112 

1,000 951 974 951 974 1008 
10,000 9508 9728 9508 9728 10004 

Y=ZINB(5,0.7,0.7) 
100 66 69 95 100 80 

1,000 660 681 943 938 703 
10,000 6600 6805 9429 9349 6974 

Y=ZINB(5,0.7,0.9) 
100 85 89 95 98 99 

1,000 849 876 943 961 902 
10,000 8486 8749 9428 9597 8963 

Y=ZINB(5,0.7,1) 
100 94 98 94 98 108 

1,000 943 973 943 973 1001 
10,000 9429 9721 9429 9721 9959 

      
 

 

 

 

 

 

 

 

 

 

 

 



N.Thepmong and R.Lerdsuwansri / ICAS2015, July 15-17, 2015, Pattaya, Thailand 

International Conference on Applied Statistics 2015  276 

3.2.1 Based on Homogeneity Model 

As can be seen from Table 1, GTuringN̂  and 
GChaoN̂ are the best with the smallest relative bias 

among the others. In addition, GTuringN̂  and GChaoN̂  are 
asymptotically unbiased with respect to N. However, 

GTuringN̂  performs better than GChaoN̂  with smaller 
relative bias for N = 100, 1,000 and 10,000. For 
situations that π < 1, TuringN̂ , ChaoN̂  and LBN̂  trend to 

be underestimating whereas GTuringN̂  and GChaoN̂  trend 
to overestimate.  

It is found that TuringN̂ , ChaoN̂ , GTuringN̂  and GChaoN̂  
have rather low relative variance whereas LBN̂  has the 
worst performance with the largest variance for N = 
100, 1000 and 10000.  

Achieving the smallest relative mean square error, 
GTuringN̂  performs best for N = 100, 1,000 and 10,000 

and for all values of π. GChaoN̂  performs good as well. 
With increasing values of π, GTuringN̂  and GChaoN̂   
provide better performance with smaller RMSE. In 
contrast, LBN̂  performs the worst with the largest RMSE 
particularly for N = 100.  

It is important to note in the case of  π =1 that results 
obtained from TuringN̂  are identical to those from 

GTuringN̂ . Also, ChaoN̂  gives similar results to GChaoN̂ . 

3.2.2 Based on Heterogeneity Model 
According to simulation results in Table 2, all 

estimators are underestimating due to the heterogeneity 
of population. Nonetheless, two proposed estimators 

GTuringN̂  and GChaoN̂  are doing good for all situations.   
GChaoN̂  performs the best with the smallest relative bias 

under any cases of heterogeneity for N = 100, 1,000 and 
10,000.  

Since LBN̂  is derived on the negative binomial 
distribution, it might be expected to be an appropriate 
choice under ZINB(k,,π) model in particular the case of 
π = 1. It is found that LBN̂  produces the smallest 
relative bias for N = 1,000 and 10,000 under 

)1,7.0,5(ZINB  model. However, GTuringN̂  and GChaoN̂  
still behave well for the case of π < 1. 

TuringN̂  provides the minimum RVar for N = 100, 
1,000 and 10,000 under any cases of heterogeneity. 

GTuringN̂  as well as GChaoN̂  produce slightly larger of 

RVar than those of TuringN̂ . Similar to the homogeneity 
model, LBN̂  is the worst with the largest variance for   
N = 100, 1,000 and 10,000.  

With respect to relative mean square error, It is 
shown that both GTuringN̂  and GChaoN̂ perform well when 
compared to the other estimators for N = 100, 1,000 and 
10,000 under any cases of heterogeneity. In addition, 
the higher the values of π the smaller the RMSE of 

GTuringN̂  and GChaoN̂ . It is also found that RMSE of 

GTuringN̂  and GChaoN̂  become smaller with increasing N. 
It is interesting to look at the effect of the 

adjustment factors obtained from GChaoN̂  and LBN̂ . The 
results are presented in Table 3. Apparently, estimates 
provided by GChaoN̂ are larger than those given by 

LBN̂ under heterogeneity and even under homogeneous 
model except the case of π =1. GChaoN̂ clearly adjusts 
for a likely underestimation bias of Chao estimator. 

4. Application with Golf-tees Experiment  

To illustrate the performance of the two proposed 
estimators, GTuringN̂  and GChaoN̂ , an application to real 
data set is done. Although the simulations have been 
done, it was generated from situations that support 

GTuringN̂ and GChaoN̂ .Hence it is of interest to investigate 
GTuringN̂  and GChaoN̂  in data sets where the population 

size is known in advance. The data discussed relate to 
capture–recapture experiment in St. Andrews [see 10]. 
The 250 of golf-tees were placed on area of 1680 m2 in 
St. Andrews. Then, eight difference students of the 
University of St. Andrews were again surveying the 
golf-tees. Shown in Table 4 is the frequencies of counts 
in golf-tees experiment. 

 
Table 4: Frequency of recovery counts in golf-tees experiment 

(true N = 250) 
y 1 2 3 4 5 6 7 8 
fy 46 28 21 13 23 14 6 11 

 
Here, population size is known (true N = 250). Only 
zero-truncated counts are considered and n = 162. Then 
88 of the golf-tees were ignored and treated as missing 
datum. Consequently, the estimates are computed by 
means of Turing, Chao, Lanumteang-Böhning, GTuring 
and GChao. For the case of the proposed methods, the 
estimates of parameter λ and π require to be figured out. 
The maximum likelihood estimators of parameter λ and 
π are 0.3ˆ MLE and 7.0ˆ MLE , respectively. Then, the 
testing for goodness of fit is done to guarantee the 
fitting.  

 
Figure 1: Show the fitting data by Poisson and ZIP 

models 
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As can be seen in Figure 1, the zero-inflated Poisson 
distribution provides a much better fit than the Poisson 
distribution although the fit of the zero-inflated Poisson 
is not perfect. One might argue that zero-inflated 
binomial model could be an althernative. 
 

Table 5: Estimates of the total number of the golf-tees 

N  TuringN̂  ChaoN̂  GTuringN̂  GChaoN̂  LBN̂  

250 177 200 253 254 232 
 

Table 5 presents the total number of golf-tees of five 
estimators. It is clearly seen that GTuringN̂  and GChaoN̂  
provide the best estimates achieving the smallest bias. 
These might be the case that extra zeros are large 
relative to the other counts. However, it is remarkable 
that GTuringN̂  and GChaoN̂  significantly improve the 

underestimates of  TuringN̂   and ChaoN̂ , respectively. 
 

5. Conclusion and Discussion 

Estimating the size N of a close population that is 
affected by the large number of missing units is of 
interest. These situations are often seen in public health 
and social science. The conventional estimators such as 
the Turing’s and the Chao’s estimator are developed 
under the Poisson model. Consequently, the estimations 
are underestimating. We suggest alternative estimators, 

GTuringN̂  and GChaoN̂ , for such situations. It should be 
noted that the zero-modification parameter π needs to be 
known. Otherwise, the model is not identifiable. The 
simulation studies provide the positive evidence that the 
new proposed estimators, GTuringN̂  and GChaoN̂  show 
good performance and become a candidate for use.       
A study of count data in golf-tees experiment is 
undertaken to illustrate the potential of GTuringN̂ and 

GChaoN̂ . Nonetheless, it might be interest to consider an 
estimator based on zero-inflated binomial model.  

According to the suggested approaches, we are 
assuming that the zero modification parameter π is 
known. Determining an appropriate value of π is an 
important concern to make the point estimate of N 
trustworthy. We would suggest the testing for goodness 
of fit as well as using a graphical device to find the 
evidence for count distribution.  

Not only the point estimate of N but also confidence 
interval of N is meaningful for inference. It is not easy 
to deal with variance estimates of the population size 
estimator N̂ . The possibility to construct the confidence 
interval of unknown size N of a population would be left 
for future research. 
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Abstract 

More estimators for estimating an unknown size N of a closed population from capture-recapture data have 
been developed. Recently, a new estimator, the Generalized Turing, is presented using a simple weighted 
regression on the basis of the ratio of neighboring frequency counts from capture-recapture sampling which is 
valid under the Poisson-Gamma mixture or negative binomial. With regard to making inference about the 
unknown size N of the population, confidence interval estimation based upon the Generalized Turing  estimator  
is proposed. However, confidence interval estimation for N is quite rare in developments. The usual approach 
known as a Wald method is based on the assumption of asymptotic normality and requires the standard error of 
the population size estimator ( N̂ ). As a result, the variance estimation of the Generalized Turing estimator is 
discussed by means of the conditioning technique. A Monte Carlo simulation was provided to study the 
performance of the proposed variance estimation under the negative binomial. The results showed that the 
proposed variance estimation represents well the true variance of Generalized Turing estimator. Subsequently, we 
constructed confidence interval for population size N based upon the Generalized Turing estimator by Normal 
approximation approach. Further simulation was conducted to compare confidence intervals obtained from the 
proposed one and several estimators including the Chao, the Zelterman and the Lanumteang&Böhning estimator. 
Performance of the confidence interval for N was evaluated in terms of coverage probability and average length. 
Simulation results indicated that the proposed confidence interval tends to perform reasonably well. As an 
application, estimating the number of heroin users in Bangkok in the year 2002 is examined using the proposed 
method. 
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1. Introduction 

 

Capture-Recapture methods aim to estimate the size 
of an elusive target population. A large number of 
application areas have adopted capture-recapture 
methods to estimate unobserved units as well as the 
total number in the population. Capture-Recapture 
methods has been widely used in many field, including 
biology, sociology, criminology, public health and 
epidemiology, such as estimating the number of female 
grizzly bears in the Yellowstone ecosystem [1], 
estimating the number of transport injuries in a 
developing country [2], estimating the size of a criminal 
population [3] and estimating the size of cancer patients 
[4] .  

We assume that there are N units in the closed 
population which is no birth, no death and no migration 
during the observational period. There is an identifying 
mechanism such as a register, trapping system, which is 
capable of repeatedly identifying observed units. The 
identifications provide a count iY  of how many times 

the individual thi  was identified during the period of 
study, for 1,2,...,i N . We denote the frequency of units 
identified exactly 0,1,2,...,m  times by 0 1 2, , ,..., mf f f f   
respectively where m is the largest observed count. It is 
interesting to note that 0f  , the frequency of units 
identified zero times, is unknown because units who 
were never identified did not appear. Consequently, the 
number of observed units, 1 2 .. mn f f f      
and 0N n f   . The objective is to estimate 0f which 
leads to the estimate of population size N.  

A count distribution arises when we summarize how 
often a unit was identified. Let  ip P Y i   denote 
probability for identifying a unit i times. Accordingly, 

0p  is the probability of not identifying a unit. The 
unobserved 0f  might be replaced by the expected 
value 0Np . If 0p  is known then we can solve 
for 0N n f  .   

As 0p is unknown and is required to estimate leading 
to the well-known Horvitz-Thompson estimator 
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See [5] for more details. In general, the count data are 
often modeled by Poisson distribution having 
parameter  . Due to the fact that identical  for all 
units in the population does not hold in practice. 
Incorporating heterogeneity of Poisson parameter into 
the model has been proposed in the literature [6-8].  As 
a consequence, the capture probability under 
heterogeneity Poisson with density  g  is given by  
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is the negative  binomial 

distribution.  
 In 2013,Böhning,Baksh,Lerdsuwansri,and Gallagher 
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the negative binomial distribution was a power series 
density  
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Given observed counts and observed frequencies, the 
estimated equation was given as 
   ˆˆ

îr i   .               (3) 

The estimate of   could be obtained from 
ˆ
ˆ



 where the 

weighted regression on the basis of the ratio of 
neighboring frequency counts was exploited to estimate 
the regression coefficients. Since  1     and  

1   , the estimate of   was valid only if  

 ˆ 0,    and  ˆ 0,1  . Furthermore, Böhning et. al. 

(2013) proposed a new estimator, the Generalized 
Turing estimator, based on Poisson-Gamma mixture 
model or negative binomial which was of the form 

11

ˆ
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n
N

f
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





 
  
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     where 
0

m

i
i

S if


    .                (4) 

In addition, the Generalized Turing estimator ˆ
GTN was 

asymptotically unbiased with respect to N. See [9] for 
more details.   

With regard to making inference about the unknown 
size N of a closed population, this paper proposes the 
confidence interval estimation based upon the 
Generalized Turing estimator 

ˆ
GTN . In section 2, the 

variance estimation of ˆ
GTN is discussed and confidence 

interval for ˆ
GTN  is constructed by Normal 

approximation approach. Performances of the proposed 
variance estimator as well as the confidence interval are 
evaluated by simulation studies in section 3. In section 
4, the confidence interval for ˆ

GTN  is applied to real 
data describing heroin user contacts in Bangkok, 
Thailand. Some points of work are remarked in section 
5. 

   

2. The proposed variance estimator and confidence 

interval 

 

2.1 Variance estimator 

The variance estimation of the Generalized Turing 
estimator ˆ

GTN  is discussed by means of the 
conditioning technique. It can be noted that the 
variation of the Generalized Turing estimator is arising 
from two sources: the random variation of sampling n 

units from N with  N unknown, and the random 
variation due to the estimation of  . Bӧhning [10] 
proposed a simple variance formula of population size 
estimators by conditioning which can be applied to 
derive the variance estimator of the Generalized Turing 
estimator as follows: 

ˆ ˆ ˆ( ) { ( )} { ( )}n nVar N Var E N n E Var N n     (5) 
where nE  and nVar  are referred to the distribution of n 

which follows the binomial distribution with 
parameters N and 01 p . 
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 and 0ˆ(1 )n N p  , eq.(6) can be 

estimated by 
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Hence eq.(9) becomes 
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Substituting eq.(12) into eq.(8), we have that 
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We can estimate eq.(13) by 
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Substituting eq. (7) and eq. (14) into eq. (5), we finally 
have that 
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It is crucial that estimated variance in eq.(15) is 
conditioning on estimated  .To estimate the value of 
 ,this could be obtained by utilizing the ratio plot of 

neighboring frequency counts and constructing a 
weighted regression estimator for the regression 
coefficients in ir i    with a diagonal weight 
matrix containing the inverse variances 

of ( 1)ˆ i
i

i

i f
r

f


 .More details are provided in Bӧhning 

[10]. The estimate of   could be obtained from 
ˆ
ˆ



. 

2.2 Confidence interval 

Base on the estimates and the estimated variance,   a 
confidence interval of the population size ˆ

GTN can be 
constructed by Normal approximation approach. 
100(1 )%  confidence interval for ˆ

GTN is as follows: 

 
1

2

ˆ ˆ
GT GTN Z Se N


 where

1
2

Z 


is 1
2

th
 

 
 

percentile 

of the standard normal distribution and 

 ˆ ˆ( )GT GTSe N Var N is an estimate of the standard 

error of ˆ
GTN .   

 

3. Simulation Study 

 

3.1 Aim of study 

A Monte Carlo simulation was provided to study the 
performance of the proposed variance estimation and to 
examine the performance of confidence intervals 
obtained from the proposed one and several estimators 
including the Chao, the Zelterman and the 
Lanumteang&Böhning estimator. 

3.2 Scope of Study 

Data were generated from negative binomial 
distribution with parameters  ( , ) 5,0.625 ,    

     5,0.42 , 7,0.7 , 7,0.5  indicating small mean and 
large mean. The population size to be estimated was 
N = 5,000, 10,000, 50,000 and 100,000. Each condition 
was repeated 10,000  times by using  program R 
version 3.1.2. The confidence level is 95%. 

Performance of the proposed variance estimation 
was evaluated by comparing an average estimated 
standard error of ˆ

GTN  or   ˆ
GTMean Se N   with 

empirical standard error
  ˆ

GTSe N . The best 

performance occurs when   ˆ
GTMean Se N is close to

 
 ˆ

GTSe N . 

  In addition, the performance of confidence 
intervals obtained from the proposed one and several 
estimators were evaluated in terms of coverage 
probability and average length. The best performance 
occurs when coverage probability is close to confidence 
level and provides the shortest average length. 
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In this study we compared confidence intervals 
obtained from the proposed one and several estimators 
as follows: 

 
1) Chao’s estimator 
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N n
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, see [6,8]. 
2) Zelterman’s estimator 
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1
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f
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3) Lanumteang&Böhning’estimator 
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, see [8] 

3.3 Simulation results 
According to Table 1, an average estimated standard 

error of Generalized Turing estimator 

  ˆ
GTMean Se N and empirical standard error 

 ˆ
GTSe N are significantly similar in the case of large 

  for all population sizes. However, it can be stated 
that the proposed variance estimation represents well 
the true variance of Generalized Turing estimator. 

 Presented in Table 2 is the coverage probability and 
average length of 95% confidence interval for 
population size N with small  . Lanumteang&Böhning 
is the best with the highest coverage probability for all 
population sizes. The proposed CI performs the second 
best in which the coverage probability increases with 
increasing N. Apparently, CIs of Chao approach do not 
cover the true N at all. The estimated coverage 
probability of CIs obtained from Zelterman decrease 
when N increases. Although CIs obtained from all 
estimators are not close to the confidence level, the 
proposed CI provides the narrowest average length in 
all situations. As can be seen that CIs of Zelterman and 
Lanumteang&Böhning produce the widest length of CI. 

Table 3 shows the coverage probability and average 
length of 95% confidence interval for population size  N 
with large  . The result shows that the coverage 
probability of CIs obtained from the proposed one and 
the Lanumteang&Böhning are close to confidence level 
compared to the others for all population sizes. 
Although the proposed CI gives the lower coverage 
probability than the Lanumteang&Böhning, the length 
of the proposed one is dramatically shorter than CIs of 
Lanumteang&Böhning. In addition, Zelterman provides 
the lowest coverage and the widest confidence interval 
for all sizes of N. 

 
Table 1: Estimated standard error of Generalized Turing estimator for ( , )p NBi    

 ,NB     N    ˆ
GTSe N     ˆ

GTMean Se N     ˆ
ChaoMean Se N

 
  ˆ

ZMean Se N
 

   ˆ
LBMean Se N

 
  3   

(5,0.625) 5,000 41.96 26.38 34.65 66.61  69.85 

10,000 59.23 37.62 48.93 93.93  97.82 

50,000 132.62 84.86 109.31 209.69  217.36 

100,000 185.27 120.18 154.53 296.41  306.98 

(7,0.7) 5,000 35.79 24.29 32.18 60.26  61.43 

 10,000 50.12 34.60 45.48 85.08  86.19 

 50,000 112.35 77.93 101.57 189.78  191.28 

 100,000 158.25 110.35 143.63 268.30  270.26 
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Table 1: Estimated standard error of Generalized Turing estimator for ( , )p NBi   (Cont.)  

 ,NB     N    ˆ
GTSe N     ˆ

GTMean Se N     ˆ
ChaoMean Se N

 
  ˆ

ZMean Se N
 

  ˆ
LBMean Se N

 
(5,0.42) 5,000 10.52 8.58 11.04 55.11 20.08 

10,000 14.62 12.29 15.52 76.11 27.41 

50,000 32.77 27.88 34.62 168.09 60.05 

100,000 46.37 39.52 48.91 236.94 84.56 

(7,0.5) 5,000 7.63 6.74 8.60 43.60 14.75 

 10,000 10.75 9.63 12.08 59.56 20.08 

 50,000 24.54 21.79 26.92 129.89 43.71 

 100,000 34.03 30.87 38.01 182.57 61.45 
 

Table 2: Coverage Probability and average length of 95%CI  of N; ( 3, , )p NBi     

 ,NB p   Estimator 
 

ˆMean N  
Coverage 

 Probability 
Average 
 Length 

 
ˆMean N  

Coverage 
Probability 

Average  
Length 

  5,000N   10,000N   

(5,0.625) Chao 4,921.35 0.39 135.63 9,842.82 0.13 191.75 

 

Zelterman 5,058.78 0.89 260.38 10,115.97 0.79 367.9 

 

L&B 4,991.58 0.93 271.61 9,979.22 0.93 382.27 

 

GT 4,983.52 0.74 103.26 9,981.59 0.76 147.41 

(7,0.7) Chao 4,949.11 0.62 126.02 9,898.42 0.40 178.21 

 

Zelterman 5,047.93 0.91 235.5 10,095.19 0.83 333.02 

 

L&B 4,997.08 0.94 238.75 9,991.79 0.94 336.53 

 

GT 4,988.05 0.79 95.14 9,986.51 0.80 135.6 

  50,000N   100,000N   

(5,0.625) Chao 49,207.51 0.00 428.48 98,408.10 0.00 605.65 

 

Zelterman 50,566.13 0.22 821.89 101,118.59 0.03 1161.5 

 

L&B 49,874.98 0.89 851.5 99,733.61 0.85 1,202.35 

 

GT 49,975.62 0.79 332.7 99,967.68 0.79 471.06 

(7,0.7) Chao 49,484.91 0.00 398.06 98,970.86 0.00 562.94 

 

Zelterman 50,459.75 0.31 743.49 100,920.42 0.06 1,051.51 

 

L&B 49,937.42 0.93 748.99 99,873.30 0.92 1,058.89 

 
GT 49,979.48 0.82 305.45 99,977.56 0.83 432.52 

  
 

 

    

Table 3: Coverage Probability and average length of 95%CI  of N; ( 7, , )p NBi     

 ,NB p   Estimator 
 

ˆMean N  
Coverage  

Probability 
Average  

Length 
 

ˆMean N  
Coverage  

Probability 
Average  

Length 
(5,0.42) Chao 4,989.93 0.80 43.06 9,979.57 0.71 60.72 

 

Zelterman 5,096.73 0.66 210.44 10,187.49 0.22 295.20 

 

L&B 5,000.37 0.93 76.24 9,998.70 0.94 106.12 

 

GT 4,996.48 0.86 33.60 9,995.88 0.88 48.16 
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Table 3: Coverage Probability and average length of 95%CI  of N; ( 7, , )p NBi     (Cont.)  

 ,NB p   Estimator 
 

ˆMean N  
Coverage  

Probability 
Average  

Length 
 

ˆMean N  
Coverage  

Probability 
Average  

Length 
(5,0.42) Chao 4,989.93 0.80 43.06 9,979.57 0.71 60.72 

 

Zelterman 5,096.73 0.66 210.44 10,187.49 0.22 295.20 

 

L&B 5,000.37 0.93 76.24 9,998.70 0.94 106.12 

 

GT 4,996.48 0.86 33.60 9,995.88 0.88 48.16 

(7,0.5) Chao 4,995.31 0.88 33.40 9,990.75 0.85 47.30 

 

Zelterman 5,058.59 0.90 162.76 10,113.95 0.56 229.39 

 

L&B 5,000.78 0.93 55.37 10,000.81 0.94 77.61 

 

GT 4,998.14 0.90 26.38 9,997.93 0.91 37.77 

(5,0.42) Chao 49,895.49 0.17 135.60 99,790.74 0.02 191.71 

 

Zelterman 50,915.04 0.00 656.88 101,823.82 0.00 928.15 

 

L&B 49,984.39 0.93 234.55 99,966.72 0.92 331.15 

 

GT 49,993.76 0.90 109.26 99,992.98 0.90 154.89 

(7,0.5) Chao 49,951.21 0.55 105.32 99,903.02 0.29 148.96 

 

Zelterman 50,539.55 0.00 505.12 101,076.10 0.00 714.04 

 

L&B 49,995.04 0.94 170.21 99,989.68 0.94 240.43 

 

GT 49,996.74 0.92 85.39 99,996.92 0.92 121.00 
 

Table 4: The number of heroin users that contacted the treatment centres in 2002; 9,302.n    

i   1 2 3 4 5 6 7 8 9 10 11 

if  2,176 1,600 1,278 976 748 570 455 368 281 254 188 
i  12 13 14 15 16 17 18 19 20 21 

 
if   138 99 67 44 34 17 3 3 2 1 

  

 
Figure 1: Show the scatter of ratio plot and weighted 
regression line. (Heroin users in Bangkok) 
 

 
 

Table 5: The estimated number of heroin users in Bangkok, 
Thailand 2002. 

Method N̂    ˆSe N   95%CI   
Chao 10,782 80.21 10,624-10,940 
Zelterman 12,078 184.54 11,716-12,440 
L&B 11,714 250.16 11,223-12,205 
GT 12,126 73.16 11,983-12,270 

4. Real data example 

To illustrate the potential of the proposed method, 
we consider the real data set. The population of interest 
is drug users addicted to heroin in Bangkok, Thailand 
in 2002. The list of the surveillance system is from 61 
private and public treatment centres in the Bangkok 

metropolitan area. The information is constructed on 
the basis of frequencies of the treatment episodes 
permitted to treat drug addicts and arise from the 
surveillance system of the Office of the Narcotics 
Control Board (ONCB) of the Ministry of Public 
Health (Thailand). More details of the data source are 
provided in Lanumteang [8]. 
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Presented in Table 4 is the number of heroin users 
that contacted the treatment centres in 2002. The 
variables of interest are the number of occasions that a 
specific drug user contacted the treatment. It is found 
that the observed number of heroin users n = 9302. 
 Table 5 shows the estimated total number of the 
heroin users. All estimators have similar estimated 
numbers of the heroin users. It clearly reveals that 

ˆ
GTN gives the highest estimate. In addition, 

ˆ
GTN provides not only the lowest standard error but 

also the shortest confidence interval. As a result, 
ˆ

GTN is the best and becomes the candidate for use. 
Whereas the Chao estimator yields the smallest 
estimate and the Lanumteang&Böhning produces the 
highest standard error. 
 

5. Conclusion 
 

 With regard to making inference about the 
unknown size N of a closed population, we propose the 
variance estimation and confidence interval estimation 
based upon the Generalized Turing estimator. To 
evaluate the performance of the estimated variance, a 
simulation study is done comparing with empirical 
variance of ˆ

GTN . The simulation results provide the 
evidence that the proposed variance estimation 
represents well the true variance of ˆ

GTN in the case of 
large population mean  . Then, we concern 
construction the confidence interval for population size 
N. A simulation is conducted again to assess 
performance of CIs obtained from the proposed 
approach. Simulation results indicate that the coverage 
probabilities of the proposed confidence interval are 
close to confidence level in the case of large population 
mean   for all population sizes. The proposed 
confidence interval tends to perform reasonably well 
and can be an alternative method for population size 
estimation in the case of large population.  

Estimating confidence interval of N is not an easy 
task for capture-recapture studies in particular 

derivation of  ˆVar N which is important for forming 

the intervals. One could use a bootstrap approach such 
as percentile bootstrapping. However, there is a 
drawback of bootstrap method due to long run time for 
computation. Nonetheless, it might be useful to 
investigate the performance of CI using the proposed 
variance estimation and bootstrap percentile method. 
This would be following up in future work. 
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Abstract 

A systematic approach to characterize the fed-batch fermentation process of the plasmid DNA production by 
E.coli DH5α was developed using design of experiments. This study aims to determine parameters which are 
temperature, pH, dissolved oxygen, cultivation time and feed rate, whether they have important effects on 
volumetric yield (mg pDNA/L) and supercoiled plasmid content, and define the operational ranges of these 
parameters. The experimental designs were created using the definitive-screening designs (DSDs) for the 
parameters at three levels. The DSDs require 16 runs including 3 additional center points.  The results were 
analyzed based on the subset of all possible models with corrected Akaike information criterion to estimate how 
the parameters relatively affect the responses and build the predictive quadratic models. Finally, the Monte Carlo 
simulations combined with the predictive models were used to simulate the operational ranges to demonstrate the 
robustness of the process. Herein the study showed that the important process parameters influenced the 
volumetric yield and supercoiled content were temperature and cultivation time. The robustness of the process was 
achieved with acceptable criteria. 

Keywords: Robustness study, Plasmid DNA production, Definitive-screening designs, corrected Akaike information 
criterion, Monte Carlo simulations. 
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1. Introduction 

Implementing a robust fermentation process is a 
challenge during the early stages of process 
development due to costly and time-consuming trials. 
One efficient tool to achieve a proper process 
robustness is design of experiment (DOE) by using 
Definitive-screening designs (DSDs) [1, 2]. The main 
advantage of DSDs is an increased amount of 
information gained from fewer of trials when compared 
to conventional DOE. 

The goals of the DOE in the robustness studies are 
identifying which process parameters have important or 
significant effects on the responses, and thus, define the 
operational ranges of manufacturing process that 
delivers products of pre-determined specification [3].  

By using definitive-screening designs, the influences 
of temperature, pH, dissolved oxygen (%DO), 
cultivation time and feed rate on the volumetric yield 
and supercoiled plasmid content (%SC) were 
characterized in this study. 

 

2. Methodology 

2.1 Fermentation Experiments 

The experiments were carried out with E. coli strain 
DH5α bearing the pTH.PRRSV_GP5 plasmid. The 
cultivations were carried out in 2 L bioreactors 
equipped with the BIOSTAT B Plus.  

 

2.2 Definitive-Screening Design 

Jones and Nachtsheim [2] proposed a new class of 
designs called Definitive-screening designs, which had 
the desirable properties as following; 

1. For m factors, the DSDs require 2m+1 runs if m 
is even and 2m+3 if m is odd. 

2. All main effects are uncorrelated with quadratic 
and two-factor interaction effects. 

3. The second-order effect are partially correlated 
with quadratic and two-way interaction effects. 

The correlation plot of Plackett-Burman (PB) design 
(Fig. 1) was shown that PB designs had the complex 
aliasing and could not capture any curvature terms 
comparing to DSDs (Fig.2). 
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Figure 1: Absolute values of column correlations for 5 

factors 12 runs Plackett-Burman design. 
Figure 2: Absolute values of column correlations for 5 factors 

13 runs of Definitive-Screening design. 
 

In this study, the DSDs require 16 runs including 3 
additional center points to estimate the pure error as 
shown in Table 1. 

 

2.3 Model Building Strategy 

The relationship between the responses and factors 
can be described by using the quadratic predictive 
model. 
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As mentioned earlier, DSDs allow us to estimate the 
main effects and second-order effects of the quadratic 
model. The model building strategy was based on all 
possible model with corrected Akaike information 
criterion (AICc).  

 

2.4 Relative Importance of Variables 

Relative importance of variables [4] were based on 
the smallest value of AICc. By making all candidate set 
of R models, important effects can be refined by Akaike 
weights (wi).  

Akaike weights (wi) are  

wi=
exp(-(AICci-AICcmin)/2)

∑ exp(-(AICci-AICcmin)/2)R
r=1

 

 w+(j) are summed Akaike weights for all candidate 
set of models containing variable xj,j = 1,...,R. The 
variable with the largest weight, w+(j), is estimated to 
be the most important; the variable with the smallest 
sum is estimated to be the least important variable. 

 

3. Results, Data Analysis and Discussion  

 

3.1 Predictive Model Building 

In this study, the number of factors was five, and the 
full quadratic model contained 5 main effects, 5 
quadratic effects, 10 two-factor interactions, and an 
intercept, for a total of 21 terms. Because this DSDs 
(super-saturated design) could estimate only 11 terms 
and assume the number of active factor followed by the 
principle of effect sparsity. Therefore, the models 
building strategy was used to detect the active factors.  

The DSDs data in Table 1 was used to develop a 
predictive models using subsets of all possible models 
techniques with corrected Akaike information criterion 
(AICc) as described by Erler et al. [1] to fit the models 
that best predict the behavior of the process. In figure 3, 
the AICc value vs. the number of terms plot showed that 
the number of terms with the low value of AICc 
potentially describes the behavior of the process. Then, 
the candidate set of potentially best predictive model 
was chosen with the lowest prediction error of sum 
square (PRESS). The resulting selected models showed 
that these models were statistically significant (P value 
< 0.05) and provided a good description of the process 
(Fig. 4 and 5). Finally, the predictive models for this 
fermentation process were as following: 

%SC plasmid content 
= 77.69− 1.06(%DO)+0.62(Feed Rate) 
−1.60(Cultivation Time) − 2.04(pH)(pH) 
+1.44(pH)(Cultivation time) 
+0.86(Temperature)(Cultivation time) 

Volumetric yield  

=105.34+7.46(pH)+12.04(Temperature) 
+5.37(Feed Rate) − 7.70(pH)(Temperature) 
−16.00(Temperature)(Temperature) 
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Table 1: Definitive-screening design for pDNA production. 
Run pH Temperature %DO Feed Rate Cultivation Time Volumetric Yield 

(mg/L)  

%SC 

1 0 -1 -1 -1 -1 73.12 80.35 
2 0 1 1 1 1 98.08 76.53 
3 -1 0 1 -1 -1 85.16 76.88 
4 1 0 -1 1 1 121.60 76.73 
5 -1 1 0 1 -1 117.68 78.10 
6 1 -1 0 -1 1 90.00 75.26 
7 -1 -1 1 0 1 64.56 79.18 
8 1 1 -1 0 -1 96.96 76.15 
9 1 1 1 -1 0 101.72 73.27 

10 -1 -1 -1 1 0 67.32 77.40 
11 1 -1 1 1 -1 91.72 77.02 
12 -1 1 -1 -1 1 92.72 73.85 
13 0 0 0 0 0 118.76 79.45 
14 0 0 0 0 0 103.40 76.90 
15 0 0 0 0 0 117.20 76.50 
16 0 0 0 0 0 86.20 78.13 

 
 

 
Figure 3: AICc plot for the candidate sets of model for model building. 
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Figure 4: Actual by predict plot of %SC plasmid content. 

 
Figure 5: Actual by predict plot of volumetric yield. 

 
3.2 Monte Carlo Simulations 

To demonstrate the process robustness, the Monte 
Carlo simulations were then used to simulate 100,000 
runs. In figure 6, the assumed distributions of each 
factor were translated to assess the variability of the 
volumetric yield and %supercoiled plasmid content. 

 
 
 

3.3 Relative Importance of Variables 

Relative importance of variables analysis, based 
upon sum of Akaike weights (w+(j)) with the all subset 
of possible models, was used as a tool that provides an 
approach to generating a ranked order of each variables. 

In figure 7 and 8 showed the estimation of the 
parameters that relatively affect the volumetric yield 
and %supercoiled plasmid content. 

 

 
Figure 6: Monte Carlo simulation for a robustness studies. 
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Figure 7: The relative importance of variable for 

volumetric yield. 
Figure 8: The relative importance of variable for %SC 

plasmid content. 
 

Conclusion 

The definitive-screening design was proven as a 
powerful tool in process robustness of significant fed-
batch fermentation process parameters. The predictive 
models, Monte Carlo simulations and relative 
importance of variables techniques can be used to 
increase knowledge gained for the improvement of the 
process performance during the process development. 
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Abstract 

The objective of this research is to develop mathematics learning achievement on the topic of applications of 
quadratic equations for Mathayomsuksa 4 students by using the technique of mathematical model. The samples 
are 72 students in Mathayomsuksa 4 from Satri Si Suriyothai School in semester 2-2014. They are classified with 
random into two groups. One group is randomly selected as a control group of 36 students taught by conventional 
method, and another group as an experimental group of 36 students taught by the technique of mathematical 
model. The research duration is 12 periods of 50 minutes. The results show that the efficiency of lesson created by 
using the technique of mathematical model on the topic of “application of quadratic equation” is 66.79/60.85. The 
students have ability to use mathematics in solving problem situations. Moreover, the learning achievement of 
students taught by the technique of mathematical model is higher than those taught by the conventional method.  

Keywords: Mathematical model, Mathematics, Learning achievement, Mathematics education 
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1. Introduction 

Mathematics is necessary to sustain human life in 
working, communication, logically thinking, systematic 
analysis and problem solving. Mathematics is an 
abstract concept. If students don’t have an imagination, 
it’s hard to understand and study mathematics [1]. This 
reason makes the students don’t attend to mathematics 
as teacher expect. Teacher should have instructional 
media such as illustration or demonstration to make the 
students understand. Moreover, if the students don’t 
acquire knowledge by themselves but learn mathematics 
by rote, they will not able apply knowledge to solve 
new problem. Therefore students should practice for 
thinking and synthesis. The question is whether the use 
of tools can be used in order to promote students’ 
problem solving ability. 

In the past, mathematics learning in Thailand didn’t 
approach to the real-life, teacher taught only by lecture 
and didn’t focus on how to teach students to solve 
problem. Therefore students couldn’t solve the 
problems by themselves [2]. In present, most teachers in 
Thailand teach according to the guideline from IPST 
(Institute for the Promotion of Teaching Science and 
Technology) follow to The Basic Education Core 
Curriculum B.E. 2551 (A.D. 2008) that is the education 
for all. Everyone must have chance to learn 
mathematics [3]. 

For high school in Thailand, Mathayomsuksa 4 is 
the first year. It’s important to practice basis in learning 
of the higher level. Especially, students often have 
experience difficulties in learning the applications of 
quadratic equations. Teachers should find proper tools 
and method to improve teaching and learning of the 
applications of quadratic equations.      

PISA (Programme for International Student 
Assessment) examination emphasized the real-life 
problem in the real-world situations. The “world” in this 
context means situation of nature, social and culture in 
students’ daily life [4]. A central aspect of PISA 
conception of students as active problem solvers is 
mathematical model. It is used to help define the 
mathematical processes in which students solve problem 
[5]. The PISA reports that the strength in problem 
solving of Thai’s students is interpretation and the 
weakness is mathematical thinking [6]. Teachers should 
manage their teaching to develop students’ mathematics 
thinking.  

From research of Areti Panaoura, we found that the 
students can develop the ability to solve the problems 
by using mathematical model. Students can study by 
self-learning and face the obstruction of solving 
problem and the mathematical model is the one of 
method to increase mathematical ability of students. The 
mathematical model in figure 1 consists of 4 steps, the 
first step of the problem solving procedure by the use of 
the mathematical model students have to consider and 
decide what elements are essential and what elements 
are less important to include in the situation model. In 
the next step, the situation model needs to be 
mathematised i.e. translated into mathematical form by 
expressing mathematical equations involving the key 
quantities and relations. For this, students need to rely 
on another part of their knowledge base, namely 
mathematical concepts, formulas, techniques and 
heuristics. After the mathematical model is constructed 
and results are obtained by manipulating the model, 
numerical result needs to be interpreted in relation to the 
real situation of the model. As a final step, the 
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interpreted and validated result needs to be 
communicated in a way that is consistent with the goal 
or the circumstances in which the problem arose [7].  

Using mathematical model is another way to 
improve students’ learning skill of problem solving. 
Consequently, teaching by using mathematical model 
lead to make the students understand more in the 
content and help to increase academic achievement of 
students. 

From the problem mentioned above, we are 
interested in studying the learning achievement of 
students taught by mathematical model and 
conventional method. We compare the learning 
achievement of students taught by two methods and 
provide lesson plans to develop students’ mathematics 
thinking.

 
Figure 1: Mathematical model 

2. Research Methodology 

2.1 Population and samples 
The population in this study is students of 

Mathayomsuksa 4 from Satri Si Suriyothai School in 
semester 2-2014. 

The samples are two groups of Mathayomsuksa 4 
student from Satri Si Suriyothai School in semester 2-
2014. We randomly select 72 students from 
Mathayomsuksa 4 and divide into two groups. The 
levels of mathematics learning achievement in semester 
1-2014 of student are mixed for each group. Therefore 
these two groups are equivalent in mathematics learning 
achievement. One group is randomly selected as a 
control group of 36 students taught by conventional 
method, and another group as an experimental group of 
36 students taught by the technique of mathematical 
model.  

2.2 Research tools 
2.2.1 Conventional Lesson Plans 
The conventional lesson plans are created according 

to mathematics core course textbook for 
Mathayomsuksa 4 – 6, 2008 [8]. The lesson is divided 
into five lesson plans consist of review about surface 
area and volume, relationship between numbers, 
determining the length and area of triangles and 
rectangles, volume of rectangular solid, cylindrical and 
sphere, and the application of another problem for 
quadratic equation with 12 periods of 50 minutes.   

 

 

 

2.2.2 Mathematical Model Lesson Plans 
The mathematical model lesson plans are created 

according to the technique of mathematical model. The 
lesson is divided into five lesson plans consist of review 
about surface area and volume, relationship between 
numbers, determining the length and area of triangles 
and rectangles, volume of rectangular solid, cylindrical 
and sphere, and the application of another problem for 
quadratic equation with 12 periods of 50 minutes. In the 
class, a teacher shows the real-world problems and 
encourages the students to transform the real-world 
problems to mathematical model. Students use the 
mathematical knowledge to solve the problem and 
interpret the result. These lesson plans are considered 
by three specialists. The average of IOC is 4.71 out of 5.  

2.2.3 Learning Achievement Test 

The researcher creates the achievement test which 
covers the content of the topic of “application of 
quadratic equation” This test is considered by three 
specialists. The questions of the test are selected 6 
questions considering from difficulty index and 
discriminant index. The reliability of the test is 0.74. 

The process of creating the research tools is 
demonstrated in Figure 2. 
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Creating the research tools

Consider by specialist Consider by specialist Consider by specialist

Modify the lesson plan Evaluate and improve lesson plan

Teach the experimental group

Modify the lesson plan

Teach the control group Take the achievement test trial with 
students

Create conventional lessons plan Create learning achievement test Create mathematical model 
lessons plan

Select 6 questions from the test
 

Pretest and post-test exam to control 
group and experimental group

  
Figure 2: Process of creating the research tools. 

 
 

2.3 Objectives 

2.3.1 Create the mathematical model lesson plans on 
the topic of application of quadratic equation. 

2.3.2 Study the learning effectiveness of students on 
the topic of application of quadratic equation. 

2.3.3 Compare the learning achievement of students 
taught by mathematical model and conventional 
method.  

 

3. Result 
This research was designed in order to study the 

development of mathematics learning achievement on 
the topic of applications of quadratic equations for 
Mathayomsuksa 4 students by technique of 
mathematical model. Before teaching, the students are 

tested with pre-test exam to investigate the basic 
knowledge about applications of quadratic equations.  
During teaching, teacher will give the assignments to 
the students and the scores are collected. When teaching 
is finished, the post-test scores are collected. The results 
in Table 1 show the analysis of efficiency of lesson 
created by using the technique of mathematical model. 
The assignment score mean of 36 students taught by the 
technique of mathematical model is 86.83 points from 
the full score of 130. And the post-test score mean is 
12.17 points from the full score of 20. These results 
show that the efficiency of lesson created by using the 
technique of mathematical model on the topic of 
“application of quadratic equation” is 66.79/60.85.

Table 1 Analysis of efficiency of lesson created by the technique of mathematical model on the topic of application of quadratic 
equation. 

Source of scores Number of student Full scores Mean Efficiency 
Assignment 36 130 86.83 66.79 

Post test 36 20 12.17 60.85 
 
Now we are interested in the learning effectiveness 

of students both on the technique of mathematical 
model and conventional method. Table 2 shows the 
means of pre-test and post-test scores. The results show 

that learning effectiveness of students on both methods 
increase and the learning effectiveness of students 
taught by the technique of mathematical model is higher 
than that taught by conventional method about 3.15%.
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Table 2 Analysis of learning effectiveness of students on the topic of application of quadratic equation. 

Teaching method 
Number of 

students 
Full scores 

Mean of 
pretest  
scores 

Mean of  
post-test 
scores 

Different 
mean 

Percentage 

Mathematical model 36 20 1.39 12.17 10.78 53.90 
Conventional method 36 20 1.50 11.65 10.15 50.75 

 
Moreover, we compare the learning achievement of 

students taught by the technique of mathematical model 
and conventional method, the detail is showed in Table 
3.  From the results we found that the means of post-test 
scores of students taught by the technique of 
mathematical model and conventional method are 12.17 
and 11.65, with the standard deviation 9.50 and 10.67, 
respectively. The test of hypothesis 1 1 2:H   , when  

1  and 2  are the means of post-test score of students 

taught by the technique of mathematical model and 
conventional method, respectively is significant with 

significance level of .05 0.03( 2 2.22, )
2

t p   . This 

result means that the learning achievement of students 
taught by the technique of mathematical model is higher 
than those taught by the conventional method [9]. 

 
Table 3 Comparing learning achievement of students taught by the technique of mathematical model and conventional method. 

Teaching way Mean SD. t Sig.(2-tailed) 
Mathematical model 12.17 9.50 

2.22 0.03 
Conventional method 11.65 10.67 

 
 

The examples of problem solving by using the 
technique of mathematical model are showed in Figure 
3. We can see that students who follow the procedure of 
mathematical model can understand and can solve the 
problems in class hour. 
 

 
 

 
 

 
 

Figure 3: Examples of problem solving by using the technique 
of mathematical model 

 
4. Conclusion and Discussion 

In this research, we want to study about mathematics 
learning achievement on the topic of applications of 
quadratic equations by using the technique of 
mathematical model. The research tools in this study are 
conventional lesson plans, mathematical model lesson 
plans and achievement test. The results show that the 
efficiency of lesson created by using the technique of 
mathematical model on the topic of “application of 
quadratic equation” is 66.79/60.85. Moreover, the 
learning achievement of students taught by the 
technique of mathematical model is higher than those 
taught by the conventional method.  
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From this research, we can see that the students 
taught by the technique of mathematical model have 
logical thinking and they can solve the problems. 
Students can link the situation in daily life to 
mathematics. It is possible that mathematical model is 
appropriate method to teach mathematics in another 
topic. 
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Abstract 

The objectives of this research were (1) to study the learning achievement between pre-study and post-study on 
the topic of application for Prathomsuksa 5 students by using the BSCS 5E instructional model; (2) to compare the 
mathematics learning achievement on the topic of application for Prathomsuksa 5 students who were taught by the 
BSCS 5E instructional model and the conventional teaching method. The researchers developed a new lesson on the 
topic of application which is designed to cover the teaching methods of BSCS 5E instructional model. It consists of 
five steps: step 1 Engagement, step 2 Exploration, step 3 Explanation, step 4 Elaboration, and step 5 Evaluation. 
Sixty-six students who study in Prathomsuksa 5 at School District 2 Wat Om Yai were randomly classified to an 
experimental and a control group. Students of each group were mixed ability of advanced, intermediate and 
elementary levels based on a grade point average. The statistical analysis results revealed that the learning 
achievement of students using the BSCS 5E instructional model is higher than the conventional teaching method. 

Keywords: BSCS 5E instructional model, mathematics learning achievement, prathomsuksa 5 students, application 
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1. Introduction 

Mathematics is a utility tool for human to pursuit their 
vast knowledge other than mathematic itself. The 
mathematics is at least improved human general 
knowledge and ability such as ability to calculate. This 
ability is using in every society, every nation, every 
language and religious. With only these abilities, 
mathematics is invaluable. Moreover, mathematics is 
also a tool to develop youth to be potential and grow to 
be valuable adult. It is the nature of the mathematics to 
develop youth to be reasonable, contemplate, observant, 
step thinking, discipline and calculated. Furthermore, 
mathematics is improve the “Mathematical Power” of the 
learner. This is the ability which will grant the learner to 
be able to analyze and synthesis, resolve their own 
problem, induction and deduction their situation or 
problem, able to predict, able to connect and giving 
reason as well as having vision and creative thinking [1]. 

According to the past of mathematics instruction in 
Thailand, we found that learning and teaching 
mathematics are not successful enough. A research study 
from the Third International Mathematics and Science 
Study (TIMSS) investigate and compare the results with 
other countries by participating in evaluation of the 
projects continuously such as the international 
cooperative study to evaluate an achievement of 

Mathayomsuksa 2 students from 40-50 countries in 
1980-2007, it found that Thai student has science score 
55.1, 510, 482 and 471 whereas math score 42.7, 516, 
467 and 441 which are both below international average 
score. Meanwhile the other countries in Asia such as 
Singapore or South Korea have above average score and 
also tend to increase continuously (SIMS 1980, SISS 
1984, TIMSS 1995, TIMSS 1999, TIMSS 2007). The 
cooperative study with OECD to evaluate the knowledge 
of reading, mathematics and science for 15 years old 
students in the OECD and non-OECD countries in the 
number of 50-60 countries in 2000, 2003 and 2006 
according to PISA (Program for International Student 
Assessment) project, we found that 15 years old Thai 
students have knowledge and ability level decreasing 
thoroughly the project [2]. In addition, the Ordinary 
National Education Test (O-NET) examination 
conducted by the National Institute of Education Testing 
Service (NIETS) for assessing knowledge and idea of 
Prathomsuksa 6, Mathayomsuksa 3, and Mathayomsuksa 
6 students was found that science and mathematics 
testing scores were below an average for both 
Prathomsuksa and Mathayomsuksa [3]. In 2001-2005, 
found that 65 percent of public educational institution are 
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non-standard in terms of student learning, quantity and 
quality of teacher, and academic management ability of 
educational institution administrator. The majority of 
these educational institution are primary school and 
secondary school [4]. Therefore, it is essential that all 
sectors must work together to solve the educational 
quality problem especially, science and mathematics 
which are the foundation of national development and the 
social economy have to rely on technology and 
knowledge. Moreover, the mathematics which is the core 
subject in qualifying examination to study in higher 
education is less than 25 percent [5]. Therefore, it is a 
responsibility of the teacher to find the various teaching 
methods to help students for increasing their learning. 
Many of the teaching style are lecture-based learning 
because it is a traditional method. Teacher explains the 
lesson and content to students, and there may be a 
question to check for understanding at the end of the 
lecture. This is a teacher-centered learning, students 
become passive learners, and they rarely take 
responsibility of their own learning. It is difficult to make 
all students achieve the aim of learning according to 
established criteria. Because of each student has an 
individual difference, the students learning are both 
success and failure depends on the learning management. 
Teachers are also encouraged to use a variety technique 
that will make students aware of their defined target [6]. 

The National Education Act B.E.2542 and 
Amendments (Second National Education Act B.E. 
2545) Section 22 states that education shall be based on 
the principle that all learners are capable of learning and 
self-development, and are regarded as being most 
important. The teaching-learning process shall aim at 
enabling the learners to develop themselves at their own 
pace and to the best of their potentiality [7].  

The 5E instructional model is the concept of the 
learning process when there were a problem or 
intellectual conflict, the person will use the existing 
intellectual structure to interact with an environment and 
others around them. Intellectual conflict would be an 
incentive to contemplate, which is an examine activity 
and a hypothesis modification with a reason, and lead to 
the creation of a new intellectual structure [8]. By using 
the 5E instructional model as a guide of instructional 
management is consistent with the concept of the 
Constructivism theory that the learners construct their 
own knowledge. The teacher acts as a facilitator to 
motivate, ask questions, providing the necessary 
resources and create a suitable situation for learners’ 
prior knowledge. The learners are inspired to think, to 
link knowledge, and a meaningful learning are stored in 

long term memory. This is suitable for the development 
of basic thinking skill of Thai children. 

The teaching method of the BSCS 5E instructional 
model consists of five steps as follows: 

Steps 1: Engagement 

This step is a warm up students before starting a lesson 
with a question, situation or event to encourage 
enthusiasm which leads to study the issue more clearly. 

Steps 2: Exploration 

This step is an understanding the studied issue. The 
method might be examine, trial, practice, and inquiry to 
obtain a sufficient information to be used in the next step. 

Steps 3: Explanation 

This step is an analysis, interpretation and conclusion 
the collected information which is presented in the form 
of figures, tables or charts. This stage may support or 
reject the hypothesis but the results can contribute a 
knowledge creation and learning. 

Steps 4: Elaboration 

This step is to link a generating knowledge with prior 
knowledge. The concept and conclusion can explain the 
various situations to raise a broader knowledge. 

Steps 5: Evaluation 

This step is an evaluation of a learning process 
that gauge how much students have learned and 
applied knowledge to other lessons. 

According to the aforementioned rationale, if the 
BSCS 5E instructional model is applied to teaching 
mathematics, it is an approach that will help to improve 
and solve problems in learning mathematics more 
effectively. Therefore, the researcher was interested in 
studying the learning achievement by activity using the 
BSCS 5E instructional model, whether there were any 
difference from the conventional teaching method. 

The objectives of this research were (1) to study the 
learning achievement between pre-study and post-study 
on the topic of application by using the BSCS 5E 
instructional model; (2) to compare the mathematics 
learning achievement on the topic of application for 
Prathomsuksa 5 students who were taught by the BSCS 
5E instructional model and the conventional teaching 
method 

2. Research Methodology 

This research was to study the achievement effect of 
mathematics learning activity using the BSCS 5E 
instructional model compare with a conventional 
teaching method. The methodology of this research was 
concluded as shown in Figure 1. 
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Figure 1: Demonstration of the steps of the research. 
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2.1 Samples group 

This is an experimental research. The samples were 
Prathomsuksa 5 students at School District 2 Wat Om 
Yai. The 66 students from two classrooms were divided 
into two equal groups according to cluster sampling, that 
is, experimental group and control group. The students of 
each group were equally mixed ability to learn. Each 
group included students from advanced, intermediate and 
elementary levels. The experimental group of 33 students 
was taught by the BSCS 5E instructional model, whereas 
the control group was taught by the conventional method. 

2.2 Tools used in the research 

2.2.1 Regular lessons 

Researchers studied a curriculum objectives, a 
learning objectives and mathematics contents of 
Prathomsuksa 5 on the application topic which is based 
on the mathematics learning areas and the core 
curriculum B.E. 2001 of the Institute for the Promotion 
of Teaching Science and Technology (IPST). 
Researchers analyze a learning objective, knowledge, 
skill, and attribute to construct lessons and learning 
activities in accordance with a learning objective, 
evaluation and assessment. A total of 13 lessons contain 
multiplication, division and fraction, the problems of 
multiplication, division (the rule of three), interpretation 
of fractions, reading and writing fractions, writing 
percentage as fractions and decimals (up to 2 decimal 
places), percentage of counting number, and percentage 
problems including discount, profit, loss, sell price. 
Teaching time is 15 hours. 

2.2.2 5E lessons using the teaching method of BSCS 

Researchers constructed a lessons on the topic of 
application for an experimental group by using the BSCS 
5E instructional model. It consists of title, learning plan, 
subject, study time, learning standards, indicators, main 
topics, learning objectives, contents, learning activities, 
materials and learning equipment, learning assessment, 
rubric assessment, teaching log, behavior observation 
form in classroom, behavior observation form in group 
activities. The lessons was created in accordance with the 
5E model of BSCS which consist of 5 steps: step 1 
engagement, step 2 exploration, step 3 explanation, step 
4 elaboration and step 5 evaluation. There are 13 lessons 
with the same contents as a regular lessons and a teaching 
time is 15 hours. 

2.2.3 Creating a learning achievement test 

Researchers constructed a learning 
achievement test on the topic of application. It was 
a subjective test which consists of 3 parts of 10 
questions, and created by studying the curriculum 
documents, assessment handbook including how 
to create achievement tests, data analysis. Creating 
an analyzing table of learning objective that are 
consistent with the mathematics content of the 
course. 

3. Results 

The regular lessons were used to teach students in a 
control group. Teaching time was 15 hours, pre-learning 

achievement test for 1 hour, and post-learning 
achievement test for 1 hour. Teacher collected the points 
during the class from student’s worksheet. According to 
the average score, the worksheet of percentage problem 
has the highest average score whereas the worksheet of 
multiplication and division (the rule of three) has the 
lowest average score. 

On problem solving of students whether worksheet or 
group work, the appointed problem was set up by teacher 
via situations or activities to help students to search for 
their knowledge with principle and reason They can 
expand their idea and plan how to search for knowledge 
on their own, without waiting to listen to a lecture from 
teacher only [9]. The steps of inquiry cycle (5Es) of IPST, 
Biology [10] was shown in Figure 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Five steps in the course of Inquiry (BSCS 5E). 
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Figure 2: (continued). 
 

For the experimental group, it has been found that 
when students follow the process of the BSCS 5E 
instructional model, they are able to understand and solve 
the problems within a given time period. They also use a 

group brainstorming. They can not only spot problems 
quickly and agility in solution, but also they have a 
systematic thinking. The example of student’s worksheet 
was shown in Figure 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: An example of student’s worksheet using the BSCS 5E instructional model. 

Step 5 : Evaluation 
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The researchers designed a lesson on a topic of 
application based on the teaching method of the BSCS 
5E instructional model and conducted the teaching 
experiment on an experiment group 15 hours. 
Researchers set the threshold of efficiency of the lesson 

relationships ( 1 2E / E ) equal to 60/60 [11] where 1E  is 

the efficiency of during learning and 2E  is the efficiency 
of post learning. The results were shown in Table 1. 

 
Table 1: An efficiency analysis of the performance of 5E lessons on topic of application by using the instructional model of BSCS. 
Type of Learning Student quantity Total scores Average scores Efficiency  

During learning 33 1,652 50.06 1
50.06 100 77.02

65
E     

Post learning 33 403 12.21 2
12.21 100 61.06

20
E     

Table 1 shows 33 students who were taught by the 
BSCS 5E instructional model, a total scores and average 
scores of during learning were 1,652 and 50.06 (out of 65 
points) respectively. A total scores and average scores of 
post learning were 403 and 12.21 (out of 20 points) 

respectively. An Efficiency of during learning ( 1E ) was 

77.02, whereas an efficiency of post learning ( 2E ) was 
61.06. The lesson efficiency on topic of application using 

the instructional model of BSCS 5E was at 77.02/61.06 
which was higher than the threshold of efficiency 
criterion of 60/60. Therefore, it is recognized that the 
lesson of application topic using 5E instructional model 
of BSCS has more efficiency to use in teaching. 

The analysis of the learning achievement between pre-
learning and post-learning that students were taught by 
the conventional teaching method and the instructional 
method of BSCS 5E was shown in Table 2. 

 
Table 2: The analysis results of the learning achievement between pre-study and post-study on topic of application using the 

instructional model of BSCS 5E. 
Teaching method Type of Scores Student quantity Average scores S.D. t-test Sig.(1-tailed) 

The BSCS 5E 
instructional model 

Posttest 33 44.67 15.59 16.459** .000 Pre-test 
The conventional 
teaching method 

Posttest 33 36.15 18.28 11.360** .000 Pre-test 
** the level of statistical significance 0.05

 
According to the Table 2 we found that 33 students 

using the 5E instructional model of BSCS has an average 
score between pre- and post-study equals to 44.67, the t-
test equals to 16.459 and the p value was .000 which is 
less than 0.05. This indicates that a learning efficiency 
between pre- and post-study was statistically significant 
difference at 0.05 level. The control group with the 
conventional teaching method of 33 students has an 
average score between pre- and post-study equals to 
36.15, the t-test 11.360 and the p value was 0.00 which 
is less than 0.05. This indicates that a learning efficiency 
between pre- and post-study was statistically significant 
difference at 0.05 level. In conclusion, the lesson of 
applied chapter of Prathomsuksa 5 students using the 

instructional model of BSCS 5E has an average score of 
44.67 whereas the conventional teaching method was 
36.182, which was the difference of 8 scores, it is maybe 
related to another factors. However, the lesson on topic 
of application using the instructional model of BSCS 5E 
is the new teaching method which entertain and 
interesting to student, and result in higher average score 
than the conventional teaching method. 

An analysis result for comparison of learning 
achievement of mathematics on topic “application” for 
Prathomsuksa 5 students between the instructional model 
of BSCS 5E and the conventional teaching method, and 
the t-test analysis was shown in Table 3. 

 
Table 3: The comparison of learning achievement of students who were taught by the instructional model of BSCS 5E and the 

conventional teaching method. 

Teaching method Mean( X ) S.D. t-test Sig.(1-tailed) 

The conventional teaching method 52.67 17.38 
2.029 .047 

The instructional model of BSCS 5E 61.09 16.33 

According to the hypothesis   0 1 2:H    
        1 1 2:H    
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Table 3 shows that the arithmetic mean of learning 
achievement using the instructional model of BSCS 5E 
was 61.09, the standard deviation was 16.33. The 
arithmetic mean of learning achievement using the 
conventional teaching method was 52.67, the standard 
deviation was 17.38. The t value equals to 2.029, and p 
value equals to .047 which was less than 0.05, therefore 
the hypothesis 0H  was rejected, and the hypothesis 1H  
was accepted. This indicates that the learning 
achievement of Prathomsuksa 5 students on topic of 
application using the instructional model of BSCS 5E 
was higher than the conventional teaching method with a 
significant level of 0.05. 
 

4. Conclusion 

The results of this research shows that the lesson on 
the topic of application for Prathomsuksa 5 students 
using the 5E instructional model of BSCS has higher 
learning achievement than the conventional teaching 
method, and can help students to understand the topic of 
application better. 
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Abstract 

Constructivism teaching is an approach to fitting new information together with what they have already 
known. The purposes of this study were to  create constructivism lesson plan on the topic of function. It also 
compared the learning effectiveness of students who were taught by a constructivist teaching method and a 
conventional teaching method. Sixty students who studied in Mathayom 4 at Mathayom Watdusitaram School 
were randomly classified to an experimental group and a control group. An experimental group was taught by a 
constructivist teaching method and a control group was taught by a conventional teaching method.  Statistical 
comparisons of the learners’ performance on the posttest showed an advantage of constructivist teaching method 
over a conventional teaching method. Thus, the results indicated that constructivism theory based on teaching 
method encouraged and enhanced students' learning interests, and could also  help students to understand the topic 
better. 

Keywords: Motivational, Constructivist, Function 
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1. Introduction 

Mathematics is a course that teaches students to 
think logically. It is not just a number, but we can use it 
to prove the correctness of our thoughts. Moreover, it is 
a structured model that can explain the reason [1]. Even 
though we can understand the importance of 
mathematics; the teaching and learning process of 
mathematics is not very successful, which can be 
observed from the results of PISA (Program for 
International Student Assessment). It is affiliated with 
the International Student Assessment. It evaluates the 
quality of the educational system of the country 
participating by assessing the ability to use the 
knowledge and skills of students aged 15 in reading. 
Mathematics and science are evaluated once every 3 
years. The most evaluation was carried out in 2012 as 
the main focus on the mathematics assessment. 
Thailand's average scores in mathematics were 427 
points that is lower than an average of a national 
member of the OECD (Organization for Economic Co-
operation and Development), at 494 points statistically 
significant. Thailand’s average score is ranked at 49 - 
52 from a total of 65 countries participated in the 
assessment [3] and the testing of the Ordinary National 
Education Test (O-NET). In 2013, Mathayom 3 
students had an average score of 25.45 points and 
Mathayom 6 had an average score of 20.48 points out of 
100 points [4]. 

The test results reflect the performance of teaching 
in Thailand. One reason of this poor performance is 
because the students do not understand the concepts in 
mathematics, and cannot use the knowledge to solve 
problems. When they cannot solve the problem, they do 
not like mathematics. The teaching and learning of 

mathematics for students to understand and love math is 
difficult because of a high level of abstraction in content 
of mathematics. There are many different definitions, 
theorems, and conditions. A curriculum that can 
encourage students to understand and love to learn 
mathematics is important [5]. 

The teaching based on constructivist theory is one of 
the popular teaching methods. Several studies show that 
the teaching based on constructivist theory can help 
improve academic achievement of students [6,7]. The 
teaching model based on constructivist theory is 
consisted of the followings [8] : 

Step 1: Create a cognitive conflict. 

A teacher presents a problem A for students to solve 
individually by using knowledge of existing 
applications to find solutions. Then, the students are 
divided into small groups to allow them to share their 
solutions within their group. 

Step 2: Contemplate activities. 

After the students shared their solutions in their own 
group and got the responses from other members, they 
select the solution that is best for their group. Then, the 
students created a structural problem B which has 
structure related to a problem A, and solve a problem B. 
After that, the students present a problem solving 
method to the rest of the class. 

Each student created problem C. Then teacher 
collected all the problems and randomly distributed to 
the students. The students solved problem C by using a 
problem solving method. 

Step 3: Summarize. 

The teacher and students conclude the process 
together. 
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The teaching based on constructivist theory 
encourages students to create new knowledge based on 
the existing one. Interest and motivation of students are 
the impetus for students to learning by themselves [9].  

The teacher has to consider the nature of the 
learning of each student, i.e., the teacher will teach in 
accordance to the motivation of the students. Normally, 
each student has a motivation to learn. With an 
appropriated teaching method of the teacher, it will help 

motivate the students [10]. Thus the objectives of the 
study are as follows. 

1) To create constructivism lesson plan on the topic 
of function with effective 80/80. 

2) To compare a test score between pretest and 
posttest of students. 

3) To compare the learning effectiveness of students 
who were taught by a constructivist teaching method 
and a conventional teaching method. 

 
 
 

        
 
 

                                
 
 

                                
 
 

                                
 
 

                                                                                   
 
 

                                                                                   
 
 

 
 

Figure 1: The outline demonstration of the research
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2. Research Methodology 

2.1 Samples Group 

The sample group consists of 60 Mathayom 4 
students from Mathayom Watdusitaram School. They 
are randomly divided into two groups. A control group 
of 30 students who are taught by a conventional 
teaching method and an experimental group of 30 
students who are taught by a constructivist teaching 
method. Each group is consisted of all three types of 
students, which are classified based on an achievement 
of first semester, i.e., high level, middle level and low 
level. 

2.2 Tools Used in the Research 

2.2.1 Conventional Lesson Plan 

Conventional lesson plan is used for 30 Mathayom 4 
students who are taught by a conventional teaching 
method in a control group. It has eight subtopics: 
Definition of function, Domain and Range of function, 
One to one function and onto function, Increasing and 
decreasing function, Operation of functions, Composite 
function, Technical graph writing and Inverse functions. 

2.2.2 Constructivism Lesson Plan 

Constructivism lesson plan is used for 30 Mathayom 
4 students who are taught by a constructivist teaching 
method in an experimental group. It has eight subtopics 
as same as conventional lesson plan. The learning 
activities are based on the constructivist theory. 

2.2.3 Achievement tests 

An achievement test is a multiple-choice test on the 
topic of function according to the learning indicators, 
which is used for pretest and posttest of the students 
who are taught by a conventional teaching method and a 

constructivist teaching method. Then both of the pretest 
and posttest scores are analyzed to measure learning 
effectiveness. 

We conduct a pretest using an achievement test. 
Next, we create a conventional lesson plan to apply for 
a control group of students who are taught by a 
conventional teaching method, and create a 
constructivism lesson plan to apply for an experimental 
group of students who are taught by a constructivist 
teaching method. Then, we conduct a posttest using an 
achievement test again. After that, we analyze a pretest 
and a posttest score for learning effectiveness. Research 
process is shown in figure 1. 
 

3. Results  

The evaluation is done by collecting scores of 
student's work on classroom assignments and posttest 
scores. Then, the scores were analyzed for efficiency of 
constructivism lesson plan. The results are in Table 1 

Table 1 show up 30 students who were taught by a 
constructivist teaching method. They had the efficiency 
of constructivism lesson plan during learning as 81.98. 
And the efficiency of constructivism lesson plan after 
learning as 59.67. That shows constructivism lesson 
plan on the topic of function having the efficiency as 
81.98 / 59.67. 

After that, we compare scores from pretest and 
posttest of students who are taught by a constructivist 
teaching method and a conventional teaching method. 
The results are shown in Table 2. 
 

 
 
 

Table 1: An analysis of efficiency of constructivism lesson plan. 
Type of scores Students quantity Efficiency Efficiency of constructivism lesson plan 

During Learning 30 81.98 81.98/59.67 
Posttest 30 59.67  

 
Table 2: A comparison of pretest and posttest scores of students who were taught by a constructivist teaching method and students 

who were taught by a conventional teaching method. 
Teaching method Scores Students quantity Mean Std. deviation df t Sig (1-tailed) 

A constructivist teaching method Posttest 30 59.67 7.87 29 80.79* .00 
 Pretest 30 10.67 7.04    

A conventional teaching method Posttest 30 56.17 9.26 29 53.38* .00 
 Pretest 30 10.50 7.11    

* The level of statistical significance is at .05 
 
 
 

Table 3: A comparison of the learning effectiveness of students who were taught by a constructivist teaching method and students 
who were taught by a conventional teaching method. 

Teaching method Students quantity Mean Std. deviation df t Sig (1-tailed) 
A constructivist teaching method 30 49.00 3.32 29 3.55* .00 
A conventional teaching method 30 45.67 4.69    

* The level of statistical significance is at .05 
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Table 2 shows that 30 students who were taught by a 

constructivist teaching method have an average score of 
posttest 59.67 points standard deviation 7.87 and the 
average score of the pretest 10.67 points standard 
deviation 7.04, t-test 80.79 and p = .00, that is, students 
who were taught by a constructivist teaching method 
had posttest scores higher than pretest scores at the .05 
significance level. Similarly, 30 students who were 
taught by a conventional teaching method have an 
average score of posttest 56.17 points with a standard 
deviation 9.26 and the average score of pretest 10.50 
points standard deviation of 7.11, t-test 53.38 and p 
=.00, that is, students who were taught by a 
conventional teaching method posttest scores were 
higher than pretest scores at the .05 significance level. 
Likewise, it is concluded that after teaching both 
methods, students were developed their knowledge on 
the topic of function increasing before teaching. 
 We analyzed pretest and posttest scores to compare 
to learning effectiveness of students who were taught by 
a constructivist teaching method and students who were 
taught by a conventional teaching method. The results 
are shown in Table 3, an average of learning 
effectiveness of students who were taught by a 
constructivist teaching method is 49.00 points with a 
standard deviation 3.32, an average of learning 
effectiveness of students who were taught by a 
conventional teaching method is 45.67 points, with a 
standard deviation of 4.69, t-test 3.55 and p = .00, that is 
the learning effectiveness of students who were taught 
by a constructivist teaching method is greater than 
students who were taught by a conventional teaching 
method at the .05 significance level.  
 
4. Discussion  

From observing students in the experimental group 
taught by a constructivist teaching method, we found 
that students are eager to learn and happy with 
classroom activities. A constructivist teaching method 
provides students with an idea of creating problems and 
helping them acquire a new knowledge by sharing their 
knowledge with the group. That is, students can learn 
quickly and help explaining their friends in the part of 
what they do not understand. 
 Considering the students who are taught by a 
constructivist teaching method, when the teacher 
provides a problem A and asks them to find the 
solution, we found that only some students can solve it 
properly. Most of students cannot apply their 
knowledge to solve the problem when they read it.   
 Since we divided the students into groups of mixed 
ability, we found that they learn to share and discuss the 
method used to solve the problem. The students took 
about 20 minutes for the learning process. After that, 
the teacher and students summarized the method used to 
solve the problem together. The example of student's 
work is shown in Figure 2, suggested that students most 
often the problem C similar to the problem A. Students 

can use method to solve the problem as well. But 
students often miss order of operations. 
 

 
 
              Figure 2: An example of student's work. 
 

The lesson taught by a constructivist teaching 
method on the topic of functions has the effectiveness 
of 81.98 / 59.67. The effectiveness of a constructivism 
lesson plan during learning is 81.98 and the 
effectiveness of a constructivism lesson plan after 
learning is 59.67, which does not conform to the 
expectations at 80/80. We expect that the teaching 
based on constructivist theory will encourage students 
to learn better than the conventional teaching method. 
As the students can help each other in the class, they 
have great classroom assignments scores. On the other 
hand, the students must use their own knowledge to 
solve problems that are more complex in the test. As a 
result, the posttest scores do not meet the expectations. 
However, the students had been learning this topic 
before the experiment; the scores might be reasonable 
accepting for teaching performance. 

Analyzing the pretest and posttest scores of students 
who are taught by a constructivist teaching method and 
a conventional teaching method found that posttest 
scores of students who were taught by a constructivist 
teaching method is greater than the pretest scores at 
the .05 significance level. The average scores of the 
posttest and pretest are 59.67 and 10.67 respectively. 
The posttest of students who were taught by a 
conventional teaching method is greater than the pretest 
at the .05 significance level. The average scores of the 
posttest and pretest are 56.17 and 10.50 respectively. 
 Finally, the comparison of the learning effectiveness 
of the students who are taught by a constructivist 
teaching method and the students who are taught by a 
conventional teaching method shows that the learning 
effectiveness of the students who are taught by a 
constructivist teaching method is 49.00, while the 
learning effectiveness of the students who are taught by 
a conventional teaching method is 45.67. As a result, we 
found that the learning effectiveness of the students who 
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are taught by a constructivist teaching method is greater 
than the students who are taught by a conventional 
teaching method at the .05 significance level. 
 

5. Conclusion 

  The results indicate that constructivism theory based 
on teaching method encouraging and enhancing 
students' learning interests, and also can help students to 
understand the topic better. 
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Abstract 

The Grey systems theory (GST) has been known in China after J. L. Deng’s first proposed in early 1980s. The 
amount of rain is the major factor indicating drought or flood in Chiang Mai (the northern province of Thailand). 
From the rainfall database of the Thai Meteorological Department, the GM (1, 1) is applied to the monthly average 
rainfall data in Chiang Mai during 2008-2010. The result shows that grey systems model-GM (1, 1) has high 
precision  in prediction the level of rainfall that leads to drought or flood. The average annual rainfall forecasting by 
GST together with dams’ water management policy will alleviate the drought or flood situations in the future. 

Keywords: forecasting, Grey systems theory, rainfall, water management 
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1. Introduction 

Grey systems theory (GST) was initiated in 1982, for 
the uncertain systems with small samples and poor 
information that commonly exist in the natural world. 
[1]. The GST characteristic is very beneficial to forecast 
the natural phenomena such as rainfall and the 
appropriate measures can be taken to prevent damages 
resulting from seasonal disaster.   

This research will be new knowledge in the field of 
rainfall prediction. The advantage will directly influence upon 
drought and flood prediction both investigation and 
development.  

GM (1, 1) is an accurate rainfall predictor from GST. 
This approach can significantly be improved the 
accuracy of the forecasting results even limited data. This 
quantitative research uses rainfall data from the Thai 
Meteorological Department (TMD).The next section 
initiates to portray the literature review in different 
prediction algorithms and GST. 

To predict the monthly rainfall using GST from 
incomplete rainfall data during 2008-2011, the test 
system will forecast their past data in order to understand 
the efficiency of the system.  

 
2. Research Methodology 

GM (1, 1) is one of model frequently used in Grey 
forecasting models. This model is a time series 
forecasting model, encompassing a group of differential 
equations adapted for parameter variance, rather than a 
first-order differential equation. Its difference equations 
have structures that vary with time rather than being 
general difference equations [2]. The process of GM (1, 
1) is described below. Comparison of all interested data 
[3, 4] can be represented by:  

Let 1 2( (0), (0),..., (0))nX x x x  be a sequence of raw 
data. Denote its accumulation generated sequence by

1 1 1 1( (1), (2),..., ( ))X x x x n . Then 0 1( )x ax k b   is 

referred to as the original form of the GM (1, 1), where 
the symbol GM (1, 1) stands for first order grey model in 
one variable. 

Let 1 1 2 1( (2), (3),..., ( ))Z z z z n be the sequence 
generated from 1X by adjacent neighbour means. That is    

1 1 1
1( ) ( ( ) ( 1))
2

z k x k x k                   (1) 

1,2,...,k n . Then, 0 1( ) ( )x k az k b  is referred to as 
the basic form of the GM (1, 1) [8].                                                        

 
2.1 The grey relational space (GRS) [5, 6] 
A GRS is a binary set denoted by  ,X   
X is a collection composed of sequences ( )ix k to be 

compared and reference sequence 0 ( )x k . 
   is a grey relational mapping set. 
      (Grey relation grade) is an appointed relational 
mapping in GRS. 

Assume that     0 , ix k x k  satisfy the following 
GM (1, 1) conditions and one or more memberships are 
selected to calculate time of occurrence. Assume that 
there is an image at point k from the series to real number 
with map and     0 , ix k x k is an image at all points. 
The different value of Eq. (2) is classified by Eq. (3) and 
Eq. (4).    

( ) ( )i jij
x k x k         (2) 

   min min min ( ) ( )i j
j i k

x k x k


     (3)   

  max max max ( ) ( )i j
j i k

x k x k


     (4)   

 
Assume that ( )ix k and ( )jx k  are two sequences 

with the same length, same time distances from that 

mailto:chalermchai.pur@kbu.ac.th
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moment to the next, and equal time moment intervals, 
then the absolute degree of incidence can also be 
computed. 

 
2.2 Grey Relation Coefficients ( ( ), ( ))i jx k x k  
The interested data cluster should be separated as the 

following and show a sequence existed in the grey 
relation space each interested group data [7, 8]. 

 
( (1), (2),..., ( ))i i i ix x x x k      (5) 

0,1,2,3,..., ; 1,2,3,...,i m k n   

0 0 0 0 0( (1), (2), (3),..., ( ))x x x x x k  

1 1 1 1 1( (1), (2), (3),..., ( ))x x x x x k  

2 2 2 2 2( (1), (2), (3),..., ( ))x x x x x k  
     .                  
     .                   
     .                   

( (1), (2), (3),..., ( ))m m m m mx x x x x k  
 
The 0 ,..., mx x  above implied the classified group 

buffer operator given in rainfall data for computed 
example solutions. 

 
2.3 The grey relational method [7] 
By using this method, we can compute the cluster 

data corresponding to GST for each group of our interest. 
Definition 1 Let       0 0 0 01 , 2 , ,X x x x n  be a 

data sequence of a system’s characteristic and
      1 , 2 , ,i i i iX x x x n , 1,2, ,i m , relevant 

factor sequences. For given real numbers
0( ( ), ( )), 1,2, , , 1,2, ,ix k x k i m k n  , 

1

1( , ) ( ( ), ( ))
n

i j i j

k

x x x k x k
n 

       (6) 

Eq. (6) are said to be a grey relational coefficient at 
the point k and 𝛾(𝑥0, 𝑥𝑖) be a grey relational grade, if 
satisfies the following fundamental [8]. 

1) Norm Interval 
 0( ( ), ( )) 0,1 ,ix k x k k    

0 0( ( ), ( )) 1, ( ) ( )i ix k x k iff x k x k    
0 0( ( ), ( )) 0, ( ) , ( )i ix k x k x k x k      

where  is an empty set. 
2) Duality Symmetric 

0 0( ( ), ( )) ( ( ), ( ))i ix k x k x k x k   

 0 , iX x x  

3) Wholeness 
0( ( ), ( )) ( ( ), ( ))i i ix k x k x k x k   

Almost always iff 
 0,1,2,.., , 2X x j n n    

4) Approachability 

0( ( ), ( ))ix k x k decreases along with ∆𝑘  
increasing, where 

0 0
0

( )
ˆ( ) ( ) ( ),

( )k

k
k x k x k

x k


       (7)       

If we cannot find the  from Eq. (6) then using by 
Eq. (8).  

        
1

( , ) ( ( ), ( ))
n

i j k i j

k

x x x k x k  


       (8)                     

 However, since in real application the effect of each 
factor on the system is not exactly same, Eq. (8) can be 
modified as 

    k : the weight of the kth factor , 

     1
1

n

k

k




            

Theorem 1 Assume that
i and j are nonnegative 

increasing sequences such that j iX X c   where c is a 
nonzero constant.  Let D1 be an initialing operator and 

1i iY X D  and 1j jY X D . If 
i and j are respectively 

the mean slopes of 
iX and 

jX , and 
i and j the mean 

slopes of 
iY and

 jY . Then, the following must be true: 

i j  , and when c 0 , i j  ; when c 0 , i j 

[8]. 
 

The Eq. (8) can be checked error of initial rainfall 
data for assessing accurate data. The data was provided 
for the calculation must be based on conditions and 
following section introduction. 

 
0 0

0
0 0

min min ( ) ( ) min min ( ) ( )
( ( ), ( ))

( ) ( ) min min ( ) ( )
i i

i k i k

i

i i
i k

x k x k x k x k
x k x k

x k x k x k x k






  


  
(9)

             

 
Once the equation (5) satisfies all of the previous 

mentioned axioms, the distinguished coefficient can be 
established [7]. 
 

The calculations in the system of GM (1, 1) 
1. There is an initial interested data as follows: 

0 0 0 0(( ) 1,2,..., ) ( (1), (2),..., ( ))X t t n X X X n  (10) 
From method 1 accumulating generation  
operator (AGO), we can get 

1 1 1 1( (1), (2),..., ( ))X X X X n   (11) 

 
2. The solution, also known as time response 

function, of the whitenization equation. 
1x can be established the ability function as 

1
1

dx
ax b

dt
        (12) 

 
3. a, b are elements of interested data 

parameters vector  that is 

ˆ
a

a
b

 
  
 

       (13) 
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Building repeated additive matrix B and  𝑎̂ 
constant data space Yn that is topological 
prediction [6] 

 0 0 0(1), (2),..., ( ) T

nY y y y n    (14) 

and 

𝐵 =

(

 

−0.5(𝑥(1)(1) + 𝑥(1)(2))

−0.5(𝑥(1)(2) + 𝑥(1)(3))
⋯

1
1

⋮ ⋱ ⋮
−0.5(𝑥(1)(𝑛 − 1) + 𝑥(1)(𝑛)) ⋯ 1)

    (15) 

4. Compute grey systems parameter and 
continuing all the notations from𝑎̂, then 

1
ˆ T T

n

a
a B B B Y

b

 
     

 
               (16) 

 
5. The solution, also known as time response 

function of the whitenization equation: 

 1 0ˆ (1) atb b
x t x e

a a

 
   
 

          (17) 

 
6. Calculate the simulation value of 1X   by the 

following formula: 
1 0 0 0 0ˆ (0) ( (1), (2), (3),..., ( 1))x x x x x n  (18) 

 
7. Get the simulation value of X(0)  by IAGO 

(Inverse accumulating generation operator) 

1 0 0 0 0
ˆ ˆ ˆ ˆ ˆ(0) ( (1), (2), (3),..., ( 1))X x x x x n  (19) 

    0 1 0ˆ ˆ ˆ( ) ( 1)x x k x k    
 

The summarization of all steps for GM (1, 1) is shown 
in Figure 1 

 
 

   
   Fig.1 Grey system theory Process 
 
3. Results and Discussion  
This research is to predict the next year’s rainfall. 

First, Grey systems forecasting shows both methods and 
calculated following rainfall data in Chiang Mai province 

during 2008-2010 that designed to explain the 
manipulation of GM (1, 1) as shown in Table 1.  

 
 
Table 1 Rainfall in Chiang Mai (mm/month) [9] 
 

Month 2008 2009 2010 
Jan 16.6 0.0 21.7 

Feb 13.8 0.0 0.0 

Mar 9.4 16.7 4.3 

Apr 57.2 97.9 3.9 

May 158.7 142.0 46.4 

Jun 147.1 140.2 122.7 

Jul 101.6 124.0 114.5 

Aug 170.9 126.8 470.6 

Sep 236.4 191.7 196.2 

Oct 188.1 223.4 169.6 

Nov 34.1 0.0 0.0 

Dec 7.1 7.5 6.1 

 
 
In summer and winter the amount of rainfall are so 

little that it is drought, but in rainy season there is much 
more rainfall. The rainfall data were started from 2008 
and calculated by GM (1, 1) as followed. 

 
B2008= Additive matrix of rainfall data in 2008 
Yn = Initial rainfall data in 2008  
 

𝐵2008 =

[
 
 
 
 
 
 
 
 
 

−23.5
−35.1
−68.4

−176.35
−329.5
−453.6
−589.85
−793.9

−1005.75
−1116.85
−1137.45

1
1
1
1
1
1
1
1
1
1
1]
 
 
 
 
 
 
 
 
 

 

𝑌𝑛 = {13.8, 9.4, 57.2, 158.7, 147.1, 101.6, 170.9, 

          236.4, 188.1,34.1,7.1} 

Calculate 𝑎̂ as below: 

 
1

ˆ T T

n

a
a B B B Y

b

 
     

 
 

      
0.03432

ˆ
84.33944

a
 

  
 

. 

The solution was known as time response function, of 
the whitenization equation 

1
1

dx
ax b

dt
   

Use â  to produce the derivative equation: 
1

1
dx

ax b
dt

   
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1
1( 0.03432) 84.33944

dx
x

dt
    

Then, time function of the derivative equation is 

expressed as  1 0ˆ (1) atb b
x t x e

a a

 
   
 

 

The time response sequence of the GM (1, 1) in 
equation is given below [6] : 

 
 

 
 
The predictions of the average rainfall in 2008-2010 

show in table 2, 3 and 4 respectively. 
From Eq. (17) consist of initial data in 2008  
(x0(1)) =16.6  

and vector of rainfall data in 2008 
-0.0343245

ˆ
84.33943

a
 

  
 

 

therefore 
 0.034332

1
84.33943 84.33943ˆ (1) 16.6

-0.0343245 -0.0343245
x e

  
   
 

 

         = 102.983279 
 
The average rainfall in 2008  1̂(1)x  is 102.983279 

which will divide 11 elements or 11 months as following: 
1̂( )x t = {15.25991277, 11.35096642, -0.051173129, 

109.6511667, 138.4360297, 174.7772951, 220.6586171, 
248.2730705, 128.6031903,66.61528182, 34.50610954} 

 
 Table 2 Error checks of rainfall data in 2008 

k 𝑥0(𝑘) 𝑥̂1(𝑘) 𝑥0(𝑘) − 𝑥̂1(𝑘) ∆𝑘 
2 13.8 15.25991277 1.459912774 0.105790781 
3 9.4 11.35096642 1.950966424 0.20754962 
4 57.2 -0.051173129 -57.25117313 1.000894635 
5 158.7 109.6511667 -49.04883327 0.309066372 
6 147.1 138.4360297 -8.663970287 0.058898506 
7 101.6 174.7772951 73.17729507 0.720248967 
8 170.9 220.6586171 49.75861709 0.291156332 
9 236.4 248.2730705 11.87307051 0.050224495 
10 188.1 128.6031903 -59.49680968 0.316304145 
11 34.1 66.61528182 32.51528182 0.953527326 
12 7.1 34.50610954 27.40610954 3.860015428 

 

0 0
0

( )
ˆ( ) ( ) ( ),

( )k

k
Error check k x k x k

x k


      

Let us look at the GM (1, 1) the specific model after 
classified. 

0 1( ) ( 1)x k x k     

From table1, it follows that a 0.03432, b 

84.33944. So, we have 
 

  0.03492
1 0.5

a

a
   


 

  1 85.81217
1 0.5

b

a
  


 

 

The data rainfall of TMD (2008) will be compared 
between in one year data by cutting in August to 
September can calculate by using method of GM (1, 1). 

The step of predicted rainfall in TMD (2008) data 
using the original values of the 1  to predict the values

2 .The result of predicted rainfall in TMD (2008) data 

after cutting August to September values of 2 is less 

than 1 . 

0.034341235
ˆ

74.44274126
a

 
  
 

 

 
 0.03434125

1
74.4427426 74.4427426ˆ (1) 16.6
0.03434125 0.03434125

x e
  

   
  

     = 92.91569 
 

2
74.44274126 73.18609

1 0.5( 0.034341235)
  

 
 

 

The first calculation of 1 and 2 of rainfall can 
compare by calculated from TMD (2009) as the 
following; 

 
B2009= Additive matrix of rainfall data in 2009 
    Yn= Initial rainfall data in 2009 
 

𝐵2009 =

[
 
 
 
 
 
 
 
 
 

0
−8.35
−65.65
−185.6
−326.7
−458.8
−584.2
−743.45
−951

−1062.7
−1066.45

1
1
1
1
1
1
1
1
1
1
1]
 
 
 
 
 
 
 
 
 

 

𝑌𝑛 = {0,16.7,97.9,142,140.2,124,126.7,191.7, 223.4,0,7.5} 

Calculate 𝑎̂ as below: 

 

 

         

0.0245321
ˆ

85.1299006
a

 
  
 

 

The solution was known as time response function, of 
the whitenization equation 

1
1

dx
ax b

dt
   

Use â  to produce the derivative equation: 
1

1( 0.0245321) 85.1299006
dx

x
dt

    

  nY
T

BB
T

B
b

a
a

1
ˆ










1 0ˆ ( ) (1) atb b
x t x e

a a

 
   
 
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Then, time function of the derivative equation is 
expressed as 

 

The time response sequence of the GM (1, 1)[6]  
model in equation  is given below: 

From Eq. (17) consist of initial data in 2009  
(x0(1)) = 0  

and vector of rainfall data in 2009
0.0245321

ˆ
85.129906

a
 

  
 

 

therefore 

 

         = 100.38947 

The average rainfall in 2009 1̂(1)x is 100.38947 which 
will divide 11 elements or 11 months as following: 

1̂( )x t ={ 0, 23.8644685, 115.8002528, 122.3761774, 
129.3255276, 136.6695092, 143.2919047, 79.0991024, 
223.8541566, 0, 12.27678412} 
 

Table 3 Error checks of rainfall data in 2009 
k 𝑥0(𝑘) 𝑥̂1(𝑘) 𝑥0(𝑘) − 𝑥̂1(𝑘) ∆𝑘 
1 0 0 0 0 
2 16.7 23.8644685 7.164468499 0.42901009 
3 97.9 115.8002528 17.90025275 0.182842214 
4 142 122.3761774 -19.62382263 0.138195934 
5 140.2 129.3255276 -10.87447237 0.077563997 
6 124 136.6695092 12.66950919 0.102173461 
7 126.8 143.2919047 16.49190468 0.13006234 
8 191.7 179.0991024 -12.60089764 0.065732382 
9 223.4 223.8541566 0.454156574 0.00203293 
10 0 0 0 0 
11 7.5 12.27678412 4.776784121 0.636904549 

 

0 0
0

( )
ˆ( ) ( ) ( ),

( )k

k
Error check k x k x k

x k


      

k  directions of rainfall that has increased or 
decreased. Data may be adjusted correctly. 

Let us look at the GM (1, 1) the specific model 
 

0 1( ) ( 1)x k x k     
 
From Table 3, it follows that 

a 0.03432, b85.12990056. So, we have 
 

 

-0.0245321 0.03492
1-0.5 -0.0245321

    

 
2009

85.12990056 85.81217
1-0.5 -0.0245321

    

The testing of the predicted results are much rainfall 
effect. The initial values of the first value to forecast 
rainfall that are expected to be a précised rainfall data. 

But there are some errors in correcting rainfall data. 
Some of rainfall cannot be measured. The predicted 
rainfall is less than 2008 levels, but also there is with high 
rainfall. 

 
B2010  = Additive matrix of rainfall data in 2010 
    Yn  =  Initial rainfall data in 2010 
 

𝐵2010 =

[
 
 
 
 
 
 
 
 
 

−21.7
−23.85
−27.95
−53.1

−137.65
−256.25
−548.8
−882.2
−1065.1
−1149.9
−1152.95

1
1
1
1
1
1
1
1
1
1
1]
 
 
 
 
 
 
 
 
 

 

 
Yn = {0,4.3,3.9,46.4,122.7,114.5,470.6,196.2,169.6,0,6.1} 

 
Calculate 𝑎̂ as below: 

ˆ T T

n

a
a B B B Y

b

 
     

 
 

0.050119889
ˆ

78.8808869
a

 
  
 

 

 
The solution was known as time response function, of 

the whitenization equation 1
1

dx
ax b

dt
   

Use â  to produce the derivative equation:
1

1( 0.050119889) 78.88088699
dx

x
dt

     

Then, time function of the derivative equation is 
expressed as 

1 0ˆ ( ) (1) atb b
x t x e

a a

 
   
 

 

 
The time response sequence of the GM (1, 1) model 

in equation is given below: [6]  
 
From Eq. (17) consist of initial data in 2010  
(x0(1)) =0  

and vector of rainfall data in 2010 
-0.0501198

ˆ
78.8808869

a
 

  
 

 

therefore

 
 

 
-0.050119878.8808869 78.8808869ˆ(1) 21.7

-0.0501198 -0.0501198
x e


 

    
 

  = 103.70639 
 
The average rainfall in 2010 is 103.70639 which 

will divide 11 elements or 11 months as following: 

𝑥̂1(𝑡)={0, 34.10792295, 4.691023279,10.94412889, 
167.2229233,203.5421942,247.7496745,301.5586102,1
02.2381735, 0, 24.63237336} 

1 0ˆ ( ) (1) atb b
x t x e

a a

 
   
 

 0.0245321
1

85.129906 85.129906ˆ (1) 0
0.0245321 0.0245321

x e
  

   
  
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The Table4 showed the predicted rainfall in period 
10, 11 and 12 month. 

Table 4 Error checks of rainfall data in 2010 
k 𝑥0(𝑘) 𝑥̂01(𝑘) 𝑥0 − 𝑥̂1(𝑘) ∆𝑘 
1 21.7 21.61195867 -0.088041333 0.004057204 
2 0 189.9277 -189.9277 0 
3 4.3 34.10792295 29.80792295 6.932075106 
4 3.9 4.691023279 0.791023279 0.202826482 
5 46.4 10.94412889 -35.45587111 0.764135153 
6 122.7 167.2229233 44.52292334 0.362860011 
7 114.5 203.5421942 89.04219421 0.777661085 
8 470.6 247.7496745 -222.8503255 0.473545103 
9 196.2 301.5586102 105.3586102 0.536995974 
10 0 1059.92 -1059.92 0 
11 6.1 24.63237336 18.53237336 3.038093994 

 

0 0
0

( )
ˆ( ) ( ) ( ),

( )k

k
Error check k x k x k

x k


      

 
The last step of calculation checked the specific 

model by Eq. (18). 
 
𝑥(0)(𝑘) = 𝛽 − 𝛼𝑥(1)(𝑘 − 1)                 (18) 
 
The parameters of rainfall data in 2010 consist of  

a -0.050119889, b84.33944 which calculated as 
follow; 

0.050119889 0.03492
1 0.5( 0.050119889)




  
 

 

78.88088699 85.81217
1 0.5( 0.050119889)

  
 

 

 
The 2008 to 2009 rainfall data were not completed 

due to there are very low or unable to measure (0.0 
mm/month). In order to predict the rainfall level in 2010, 
the loss data are simulated and adjusted to GM (1, 1). 

Researcher has some correction to adjust a new 
simulate values that can predict the rainfall in 2010.We 
have to conclude that the demonstration of all data for 
forecasted values calculation and then compare each 
year. 

Rainfall data in 2010 can’t be calculated because of 
some months without rain or not measurable. We may 
need a new data model to calculate for the full year. 
Therefore, we should be defined limitation in 
information for prediction. 

The value of the information that was updated to 
allow for the replacement of data with no change and 
according to initial data. 

 
Table 5 Loss data rainfall simulation. 

Month 2008 2009 2010 
Jan 16.6 0.0 21.7 
Feb 13.8 0.0 13.4 
Mar 9.4 16.7 4.3 
Apr 57.2 97.9 3.9 
May 158.7 142.0 46.4 
Jun 147.1 140.2 122.7 
Jul 101.6 124.0 114.5 

Aug 170.9 126.8 470.6 
Sep 236.4 191.7 196.2 
Oct 188.1 223.4 169.6 
Nov 34.1 0 87.85 
Dec 7.1 7.5 6.1 

 

The experimental results 

0.031482
ˆ

80.31396
a

 
  
 

 

Prediction adjust in 2010  

 
 

 
0.03148280.31396 80.31396ˆ(1) 21.7

0.031482 0.031482
x e


 

    
 

 

  =100.09035 

From Table5, it follows that 

a 0.031482 , b80.31396 . So, we have 

     0.031482 0.031986
1 0.5(0.031482)

  


 

80.31396 81.59842
1 0.5(0.031482)

  


 

The adjusted parameters are recalculated using Grey 
Systems Model again, the result show that rainfall in 
2010 is level very torrent rain. 

 

4. Conclusion 

The prediction of 2011 will be torrent rain in Chiang 
Mai that indicates the water level in the northern region 
because the Chiang Mai province consist of Ping river, 
Maengad, Maekuang and Maekuang udom thara Dam. 
The grey system described the prediction and systematic 
analysis of rainfall and distributes data and differential 
equation. The parameter of   and 𝑎̂ can be predict the 
rainfall data which is possible to analyze the effect factor 
of process in 2011.  
 

Table 6 The five levels of rainfall. 
 Levels of rainfall rainfall(mm) 
1 Little rain could not 

measure rainfall 
<0.1 mm 

2 Little rain 0.1-10 mm 
3 Moderate rain 10.1-35 mm 
4 Torrent rain 35.1-90mm 
5 Very torrent rain > 90 mm 

 
Source: The Thai Meteorology Department. 
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The results show rainfall level as follow:  
(1) The predicted values almost matched with the 

measured values under the rainfall from 35.1tomore than 
90 mm (Torrent rain and Very torrent rain). 

(2) The method of grey systems forecasting is 
difficult with high precision in forecasting and may be 
achieved to be simulated by a Grey Incidence and 
Evaluations. Might be to add more information to add to 
predict the outcome correctly. Beginning Data rainfall in 
2010  can be used for different rainfall types of level rain 
of The Thai Meteorological Department. Forecasting the 
rainfall and it is also helpful for determining other 
parameters of very torrent rainfall in the season next year. 
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